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Abstract

Starting from a solution to the classical Batalin-Vilkovisky master equation,
an extended solution to an extended master equation is constructed by coupling
all the observables, the anomaly candidates and the generators of global sym-
metries. The construction of the formalism and its applications in the context
of the renormalization of generic and potentially anomalous gauge theories are
reviewed.
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The main aim of the standard antifield formalism is the construction, for generic
gauge theories, of the proper solution of the master equation. The master equation is
formulated in terms of the antisymplectic structure for the fields and antifields, and
its solution is the generator of the BRST differential. The coupling constants play
a passive role in the usual discussions. The most important feature of the extended
antifield formalism is to promote the coupling constants to active participants of the
construction, by allowing the BRST differential to act on them, and by introduc-
ing, in an intermediate stage “anticoupling constants” which are their partners in an
extended antibracket. The understanding that the physically relevant coupling con-
stants are related to independent local BRST cohomology classes in ghost number 0
naturally leads to consider the constant ghosts coupled to the generators of general-
ized global symmetries (local BRST cohomology classes in negative ghost numbers) as
generalized coupling constants and to include the couplings to anomaly and anomaly
for anomaly candidates (local BRST cohomology classes in positive ghost numbers).

The heart of the extended antifield formalism is the construction of an extended
master equation for an extended action to which all these cohomology classes have
been coupled and a characterization of the cohomology of the associated BRST dif-
ferential, which takes into account in a systematic way higher order cohomological
restrictions through the Lie-Massey brackets. This construction is shown to be a
particular case of a general structure that is available as soon as one has a differential
graded Lie algebra, i.e., a graded vector space with an even or odd Lie bracket and a
differential that is a graded derivation of the bracket.

Applications of these ideas in the context of renormalized quantum field theory
are then discussed. More precisely:

• The existence and relevance of higher order cohomological restrictions on
anomalies and counterterms is demonstrated. As an illustration, the case of
Yang-Mills theories with abelian factors is discussed.

• It is shown that the use of the extended formalism guarantees stability indepen-
dently of power counting restrictions (“renormalizability in the modern sense”)
for generic gauge theories.

• The anomalous Zinn-Justin equation for the renormalized effective action can
be written to all orders as a functional differential equation. This allows to
prove the existence of a quantum BRST differential and to extend the whole
framework of algebraic renormalization to anomalous gauge theories. In par-
ticular, the existence of well defined quantum BRST cohomologies is proved.

• The dependence of the quantum theory on the parameters of the gauge fix-
ing is considered and the general structure of the Callan-Symanzik and the
renormalization group equations is discussed.

• A refined anomaly consistency condition for local BRST cohomology classes is
derived. As an application, a new approach to the Adler-Bardeen theorem on
the non renormalization of the non abelian gauge anomaly is proposed.
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This review is based on the papers [1, 2, 3, 4, 5, 6], with the following improve-
ments:

(i) The analysis of [2, 3] is done without the assumption that there are no anoma-
lies.

(ii) The analysis of [6] is rewritten in the context of the extended antifield for-
malism, so that the assumptions of stability and absence of anomalies are now not
necessary. As a consequence, the dependence of the anomaly coefficients on the gauge
parameters and the renormalization scale is obtained.

(iii) A new section on the quantum BRST cohomology groups has been added.
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1 Introduction

Yang-Mills theories

The best known example of renormalization of a theory invariant under a non linear
symmetry is probably non abelian Yang-Mills theory: on the level of the gauge fixed
Faddeev-Popov action [7], gauge invariance is expressed through invariance under the
non linear global BRST symmetry [8, 9, 10, 11, 12].

Some of the crucial points in the analysis are: (i) the importance of the BRST
cohomology as a constraint on the anomalies and the counterterms of the theory,
(ii) the anticanonical structure of the theory in terms of the fields and the sources,
to which the BRST variations are coupled, together with the compact reformulation
of all the Ward identities in terms of the Zinn-Justin equation [13, 14], and (iii) the
insight that BRST exact counterterms can be absorbed by anticanonical fields and
sources redefinitions [15].

The question whether the remaining counterterms can be absorbed by a redefini-
tion of the coupling constants of the theory could be settled to the affirmative, in the
power counting renormalizable case based on a semi-simple gauge group, through an
exhaustive enumeration of all possible renormalizable interactions [10]. In the case
where one includes higher dimensional gauge invariant operators, such a property
depends crucially on a conjecture by Kluberg-Stern and Zuber [16] on the BRST
cohomology in ghost number 0, which states that it should be describable by off-shell
gauge invariant operators not involving the ghosts or the sources. This conjecture
can be proved [17, 18] in the semi-simple case for which it has been originally for-
mulated, but it is not valid in the presence of abelian factors, not even for power
counting renormalizable theories [19, 20, 17, 18]. In this last case, the counterterms
violating the generalized Kluberg-Stern and Zuber conjecture have been shown to
be absent by more involved arguments from renormalization theory [19, 20], so that
renormalizability still holds, even if the conjecture does not.

Extended antifield formalism

The classical Batalin-Vilkovisky formalism [21, 22, 23, 24, 25] (for reviews, see e.g.
[26, 27]) extends the above techniques to the case of general gauge theories with open
gauge algebras and structure functions, the invariance of the action being expressed
through the central master equation.

These cohomological techniques can also be used in order to control the renor-
malization of non linear global symmetries with a closed algebra by coupling their
generators with constant ghosts [28, 29]. The generalization of the formalism to the
case of systems including both gauge and generalized global symmetries with generic
algebra has been achieved only recently [30, 31]. It is based on the observation that
the generators of generalized global symmetries correspond to local BRST cohomo-
logical classes in negative ghost numbers [32] (for a review, see [33]).
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Stability in the BV formalism

A detailed analysis of the compatibility of the renormalization procedure with invari-
ance expressed through the master equation has been performed in [34, 35, 36, 37],
where it has been shown that the renormalized action is a deformation of the starting
point solution to the master equation. Independently of this result, the fundamental
problem of locality of the construction is raised and a locality hypothesis is stated
[34]. This hypothesis can be reinterpretated in a more general framework as the
assumption that the cohomology of the Koszul-Tate differential [38, 39] vanishes in
the space of local functionals. While the assumption holds under certain conditions,
which are in particular fulfilled for the construction of the solution of the master
equation, thus guaranteeing its locality [39], it does not hold in general: the obstruc-
tions are related to the non trivial global currents of the theory [32], and give rise to
BRST cohomology classes with a non trivial antifield dependence.

A consequence is the possibility of existence of observables that cannot be made
off-shell gauge invariant, even in the case of closed gauge theories, so that the associ-
ated deformed solutions of the master equation cannot be related by a field, antifield
and coupling constant renormalization to the starting point solution extended by
coupling all possible off-shell observables.

In [40, 41], renormalization in the context of the Batalin-Vilkovisky formalism is
reconsidered precisely under the assumption that there are no such deformations, i.e.,
in the closed case under the analog of the Kluberg-Stern and Zuber conjecture, and in
the open case under the conjecture that all the BRST cohomology is already contained
in the solution to the master equation coupled with independent coupling constants1,
with the conclusion, that the infinities can then be absorbed by renormalizations.

Finally, in [42] the problem of renormalization under non linear symmetries is
readressed in the context of effective field theories: it is for instance shown that
semi-simple Yang-Mills theory and gravity, to which are coupled all possible (power
counting non renormalizable) off-shell observables, are such that all the local coun-
terterms needed to cancel the infinities, can be absorbed through coupling constants,
field and antifield renormalizations, while preserving the symmetry (in the form of
the Batalin-Vilkovisky master equation). Theories possessing this last property, even
if an infinite number of coupling constants is needed, are defined to be renormaliz-
able in the modern sense. The difficulty, that is also discussed, is that the non trivial
infinities are a priori only constrained to belong to the BRST cohomology in ghost
number 0, which, because of the non validity of the generalized Kluberg-Stern and
Zuber conjecture (taken as an example of a so called structural constraint), does not
guarantee that they can be absorbed by redefinitions of coupling constants of an ac-
tion extended by all possible off-shell observables. What good structural constraints
might be in the general case and if they can be chosen in such a way as to guarantee
renormalizability in the modern sense for all theories is left as an open question in
[42, 43].

In order to relate the terminology in [42, 43] to the one coming from the algebraic

1Note that it is not true that the antifield independent part of the cohomology of the differential
(S, ·) is off-shell gauge invariant, it is in general only weakly gauge invariant.
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approach to renormalization under symmetries pioneered in [44, 8, 9, 10, 11] (see for
instance [45, 46, 47] for reviews), we note that what is called (extended) master equa-
tion in the former corresponds to a generalized Slavnov-Taylor identity in the latter.
By generalized, we mean the definition of this identity in theories with arbitrary
gauge structure as proposed by Batalin and Vilkovisky, then the extension to include
the case of (a closed subset of) global symmetries. What is called (local) BRST coho-
mology corresponds to the cohomology of the generalized linearized Slavnov-Taylor
operator SL acting in the space of (integrated) polynomials in the fields, the sources
and their derivatives. The question of renormalizability in the modern sense in [42, 43]
is then the question of stability independently of power counting restrictions in the
language of algebraic renormalization2.

Higher order cohomological restrictions

A clue to the answer to these questions can be found in [34, 35, 36, 37]. Indeed,
the fact that the divergences are such that they always provide a deformation of the
solution of the master equation, implies in general that the non trivial first order
deformations satisfy additional cohomological restrictions [48] besides belonging to
the BRST cohomology. The problem with these additional restrictions is that they
are non linear. The starting point for the extended antifield formalism to be discussed
in this review is to show that the non trivial counterterms and anomalies satisfy linear
higher order cohomological constraints, by coupling arbitrary BRST cocycles to the
solution of the master equation.

As an (academical) example of how these higher order cohomological restrictions
work, consider Yang-Mills theories with free3 abelian gauge fields Aa

µ as discussed
for instance in [42]. The BRST cohomology in ghost number zero contains the term
[17, 18]

K = fabc

∫
dnx F aνµAb

µA
c
ν + 2A∗aµAb

µC
c + C∗aCbCc,

for completely antisymmetric constants fabc, so that this term is a potential coun-
terterm. At the same time, the term kd

∫
dnx C∗

d belongs to the BRST cohomol-
ogy in ghost number −2. If we take the action Sk = S + kd

∫
dnx C∗

d , we have
1/2(Sk, Sk) = O(k2). This implies according to the quantum action principle for
the regularized theory that 1/2(Γk, Γk) = O(k2) and then, at order 1 in ~ for the
divergent part, that

(Sk, Γ
(1)
k div) = O(k2).

The k independent part of this equation gives the usual condition that the diver-
gent part of the k independent effective action at first order must be BRST closed,

2Stability is defined for instance in [46] as “the dimension of the cohomology space of the SL

operator in the Faddeev-Popov neutral sector should be equal to the number of physical parameters
of the classical action”.

3By free, we mean that the abelian gauge fields have no couplings to matter fields, hence, they
have no interactions at all. Their quantization is of course trivial and we know a priori that no
counterterms are needed.
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(S, Γ(1)
div) = 0, and contains in particular the candidate K above. The k linear part

of this equation requires

(
∂Γ

(1)
k div

∂kd

∣∣∣∣∣
k=0

, S) + (

∫
dnx C∗

d , Γ
(1)

div) = 0.

This condition eliminates the candidate K because

(

∫
dnx C∗

d , K) = 2fabd

∫
dnx A∗aµAb

µ + C∗aCb

is not BRST exact but represents a non trivial BRST cohomology class in ghost
number −1. Hence, there exists a purely cohomological reason why K cannot appear
as a counterterm. Note that as soon as the abelian fields are coupled to matter fields,
the functionals

∫
dnx C∗

d but also K do not belong to the BRST cohomology any
more and the problem with this particular type of counterterms does not arise to
begin with.

Anomalies

A related problem, which is relevant in [37, 40, 41, 42], is to provide a sensible defini-
tion of the ∆ operator of the quantum Batalin-Vilkovisky master equation. Indeed,
its expression as a second order functional differential operator with respect to fields
and antifields, obtained from formal path integral considerations, does not make sense
when applied to local functionals. In [49, 50, 51, 52, 53], the antifield formalism has
been discussed in the context of explicit regularization and renormalization schemes
and the related question of anomalies (assumed to be absent in [37, 40, 41, 42]) has
been addressed. In particular, non trivial anomalies are shown to be constrained
by the local BRST cohomology in ghost number 1, which is the expression of the
Wess-Zumino consistency condition [66] in this context, and well defined expressions
for the regularized ∆ operator are proposed at one loop level in [49] in the context of
Pauli-Villars regularization and at higher orders in [52, 53] for non-local regulariza-
tion.

In the context of dimensional renormalization, it has been shown in [54, 55, 56,
57, 58, 59, 60, 61, 62, 63, 64, 65] that anomalies can be dealt with consistently, if
evanescent terms are taken into account properly. In particular [65], the evanescent
breaking terms of the master equation are responsible for a non trivial ∆ operator,
even though ′′δ(0)′′ = 0. Furthermore, it is shown in [59, 65] that it is useful to couple
the non trivial anomalies from the beginning with coupling constants in ghost number
−1 in order to control the absorption of divergences in the presence of anomalies.

The completely extended antifield formalism

As a combination of the previous three ideas, i.e., (i) that global symmetries are
controlled by coupling BRST cohomological classes in negative ghost numbers, (ii)
that renormalizability, or more precisely stability, is related to the question if the
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BRST cohomological classes in ghost number 0 are all coupled and (iii) that renor-
malization in the presence of non trivial anomalies requires the coupling of the local
BRST cohomology classes in positive ghost numbers, one is naturally led to consider
the solution of the classical master equation to which all local BRST cohomology
classes have been coupled. To first order in the couplings, this extension will satisfy
the standard master equation. To all orders in the couplings, the equation satisfied
by a suitable completion of the extension will satisfy an extended master equation
which has the same structure than the extended master equation of the formalism
where only the local BRST cohomological classes in negative ghost numbers have
been coupled. This will be shown by similar techniques than the ones used in the
extended antifield formalism of [31].

A remarkable property of this extended antifield formalism is that the cohomol-
ogy in all ghost numbers of the BRST differential associated to the extended master
equation is contained completely in the solution to this master equation. As a con-
sequence, using this formalism, renormalizability in the modern sense will be shown
to hold by construction for all gauge theories, which answers the questions raised in
[42, 43], even in the presence of anomalies. In other words, we will complete the gen-
eral analysis of the absorption of divergences in the presence of possibly anomalous
local or global symmetries independently of the precise form of the BRST cohomology
of the theory.

At the same time, it will be shown that in the extended formalism, there exist
well defined differentials, both on the classical and on the quantum level, that play
the role of the quantum Batalin-Vilkovisky ∆ operator.

From the point of view of the algebraic approach to renormalization, the extended
antifield formalism is stable by construction for all theories. It allows to extend the
algebraic approach to the case of anomalous gauge theories. Two well defined isomor-
phic versions of quantum BRST cohomology will be constructed in this context: the
first one on the level of local insertions and the second one on the level of derivations
in the couplings of the theory.

Organization of the review

The definition of a differential graded Lie algebra (L, d, [·, ·]) is recalled in section
2 and the existence of Lie-Massey brackets in cohomology [67] is briefly discussed.
Associated to a Hodge decomposition L = K ⊕R⊕ dR, with K ' H(d, L) and {ea}
a basis of K, two additional algebras are considered. If sK∗ is the suspension of
the dual K∗ of K with basis the “couplings” {ξa}, the first one, L(ξ), is the tensor
product of L with the polynomials in the couplings, ∧(sK∗). The second one is the
commutator algebra of graded right derivations in the couplings, RDer[∧(sK∗)]. On
L(ξ), an “extended master equation” involving a nilpotent graded right derivation ∆
on ∧(sK∗) is constructed in such a way that the cohomology defined by the solution
of the extended master equation in L(ξ) is isomorphic to the commutator cohomology
of [∆, ·] in RDer[∧(sK∗)]. The perturbative techniques used for the construction are
similar to those of [31]. It is then shown how to compute these cohomologies by using
a spectral sequence associated to the polynomial degree in the couplings. At the end
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of section 2, we discuss some examples of differential graded Lie algebras, where the
general construction can be applied.

In section 3, we review relevant features of the antifield formalism, such as: the
spectrum of fields and ghosts, the antisymplectic structure between fields and anti-
fields, the master equation, local BRST cohomology and the gauge fixing procedure.

Section 4 is devoted to show that anomalies and divergences must satisfy co-
homological restrictions. In order to do so, we use the framework of dimensional
regularization as discussed in [65]. The standard restrictions are derived first, while
higher order restrictions are obtained by coupling arbitrary BRST cocycles to the
action. As an application in the physically relevant case of the standard model, it
is shown explicitly how antifield dependent counterterms can be eliminated through
higher order cohomological restrictions.

The application of the general construction of section 2 to the case of the (classical)
antifield formalism is discussed in detail in section 5. Essential couplings are defined
as the couplings corresponding to independent local BRST cohomological classes. The
stability of the extended antifield formalism constructed in this way is then proved.

In section 6, the absorption of the divergences in the context of the extended
antifield formalism is considered, first in the context of “dimensional” regulariza-
tion. Using suitable BRST breaking counterterms, the renormalized effective action
is shown to satisfy a deformed extended master equation, and this to all orders in
~ independently of any assumptions on the anomalies of the theory. Alternatively,
because stability of the extended antifield formalism has been proved in the previous
section on the classical level, the machinery of algebraic renormalization on the final
renormalized level can be applied instead of using first a regularization. The de-
formed extended master equation for the effective action is rederived in this context.
Then the renormalization of classical BRST cohomological classes is discussed. At
the end of section 6, two well defined quantum BRST cohomologies associated to the
deformed extended master equation are introduced, one for local insertions and one
for right derivations, and their cohomologies are shown to be isomorphic.

The dependence of the effective action on the parameters introduced through the
gauge fixing is analyzed in section 7. It is shown that, by suitably redefining the
essential couplings by gauge parameter dependent terms of higher order in ~, the
variation of the effective action can be made trivial in the sense that it is given
by a quantum BRST coboundary, while the anomaly operator can be shown to be
independent of the gauge parameters.

In section 8, the general form of the renormalization group equation and the
relation between the renormalization group β functions and the anomaly coefficients
is derived. If the theory is expressed in terms of the running couplings, we show
that the variation of the effective action with respect to the renormalization scale is
a quantum BRST coboundary and that the anomaly operator is independent of the
renormalization scale. Then, the Callan-Symanzik equation is derived and the vector
field built out of the associated β functions is shown to define a non trivial quantum
BRST cocycle.

In section 9, the anomaly appearing in the renormalization of a local BRST co-
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homological class with a descent of length d and a lift of length l is shown to be
characterized by a descent which is shorter or equal to d and a lift which is longer or
equal to l. In a first part, the characterization of local BRST cohomological groups
according to the lengths of their descents and their lifts is explained. Then, the main
result on the lengths of the descents and the lifts of the anomalies is proved. An
alternative derivation of the main results clarifying the underlying mechanism is pre-
sented in section 9.3, where differentials controlling the one loop anomalies arising in
the renormalization of BRST cohomological groups are introduced.

Anomalous effective Yang-Mills theories and a new approach to the Adler-Bardeen
theorem, independently of the gauge fixing, of power counting restrictions and with-
out relying on the Callan-Symanzik equation, are discussed in section 10 as an appli-
cation of the results of section 9.
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2 Cohomology of differential graded Lie algebra

and associated sh Lie algebra

2.1 Differential graded Lie algebras

Definition Let L =
⊕

g∈Z Lg be a graded differential Lie algebra over a field k
(typically R or C) with an even or an odd bracket:

d : Lg −→ Lg+1, d2 = 0,
[·, ·] : Lg1 ⊗ Lg2 −→ Lg1+g2+ε, (2.1)

where ε = −1, 0, 1 such that

[x, y] = −(−)(|x|+ε)(|y|+ε)[y, x], (2.2)

[x, [y, z]] = [[x, y], z] + (−)(|x|+ε)(|y|+ε)[y, [x, z]], (2.3)

d[x, y] = [dx, y] + (−)|x|+ε[x, dy], (2.4)

for homogeneous elements x, y, z ∈ L.

Remarks :
(i) In principle, it is sufficient to consider the case ε = 0, because this case can be obtained from

the case ε 6= 0 by defining a new grading which is equal to the old one plus ε. However, because in
various applications it is more natural to have a bracket of degree ε, we will keep ε in the expressions
below

(ii) A particular case is that of an inner differential d = [D, ·], where D ∈ L1−ε satisfies the
equation 1

2 [D, D] = 0.

Lie-Massey brackets Because the differential is a derivation of the bracket (2.4),
the bracket of 2 cocycles is again a cocycle, and changing one of the cocycles by a
coboundary modifies the bracket only by a coboundary. It follows that the bracket
[·, ·] induces a well defined bracket [·, ·]M in cohomology,

[·, ·]M : Hg1(d)⊗Hg2(d) −→ Hg1+g2+ε(d)
[[x1], [x2]]M = [[x1, x2]]. (2.5)

There exist also higher order maps induced in cohomology, the Lie-Massey brack-
ets [67]. (In this context, the map [·, ·]M is called the two place Lie-Massey bracket.)
For instance, consider cocycles xi, xj, xk, such that [[xi], [xj]]M = 0, or, equivalently
[xi, xj] = dxij. Note that by this equation, the xij’s are defined only up to cocycles.
A three place bracket of such cocycles is defined by

[xi, xj, xk] = [xij, xk]− (−)(gj+ε)(gk+ε)[xik, xj]− (−)gi+ε[xi, xjk]. (2.6)

Because of the derivation property (2.4) and the Jacobi identity (2.3), d[xi, xj, xk] = 0.
The corresponding cohomology class is defined to be the value of the three place
Lie Massey bracket, [[xi], [xj], [xk]]M = [[xi, xj, xk]]. The set of elements {xi, xij} is
called the defining system of [[xi], [xj], [xk]]M . Because the xij are only defined up to
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cocycles, [[xi], [xj], [xk]]M is not uniquely defined, but it is in fact a set of cohomology
classes depending on the defining system. A uniquely defined three place Lie Massey
bracket [[xi], [xj], [xk]]M is obtained for elements [xi] that belong to the kernel of
the two place Lie-Massey bracket, [xi] ∈ ker2

g ⊂ Hg(d), iff [[xi], [y]]M = 0, for all
[y] ∈ H(d). Indeed, in this case, it is straightforward to verify that [[xi, xj, xk]] ∈
Hgi+gj+gk+2ε−1(d) does not depend on the choice of the defining system. Hence, there
is a well-defined map

[·, ·, ·]M : ker2
g1 ⊗ ker2

g2 ⊗ ker2
g3 −→ Hg1+g2+g3+2ε−1(d)

[[xi], [xj], [xk]]M = [[xi, xj, xk]].

Higher order brackets can be systematically defined along similar lines [67]. We
will not discuss them here, because we will follow a different route and construct
related maps in a systematic way through homological perturbation theory below.

Hodge decomposition and associated graded Lie algebras Suppose one has
the Hodge decomposition L = K ⊕ R ⊕ dR, with K ' H(d, L) and let {ea} denote
the elements of a basis of K. This means that

dx = 0 =⇒ x = λaea + dy,
µaea = dz =⇒ µa = 0 = dz, (2.7)

with λa, µa ∈ k.
Let us now consider the space ∧(sK∗), i.e., the exterior algebra over the suspension

of the dual K∗ of K. In other words, we associate to each ea a variable ξa of grading
deg(ξa) = −|ea|+1− ε and take linear combinations λ(ξ) =

∑
k λa1...ak

ξa1 . . . ξak with
λa1...ak

∈ k. We also consider the space L(ξ) ≡ ∧(sK∗) ⊗ L, with grading given by
the sum of the gradings,

tot(ξa1 . . . ξakx) =
k∑

i=1

deg(ξai) + |x|. (2.8)

By abuse of notation, the differential 1⊗ d on L(ξ) is still denoted by d,

d(ξa1 . . . ξakx) = (−)
Pk

i=1 deg(ξai )ξa1 . . . ξakdx, (2.9)

and the bracket is extended according to

[ξa1 . . . ξakx, ξb1 . . . ξbmy] = (−)(
Pm

i=1 deg(ξbi ))(|x|+ε)ξa1 . . . ξakξb1 . . . ξbm [x, y]. (2.10)

It follows that L(ξ) is a differential graded Lie algebra with respect to the total degree
tot.

Let us also introduce the even graded Lie algebra RDer[∧(sK∗)] of graded right
derivations on ∧(sK∗),

RDer[∧(sK∗)] = {∂R·
∂ξa

λa(ξ), λa(ξ) ∈ ∧(sK∗)}. (2.11)
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If ∂R·
∂ξa λa(ξ) : ∧(sK∗)g −→ ∧(sK∗)g+λ, the grading of ∂R·

∂ξa λa(ξ) is defined to be λ; the
graded commutator is defined by

[
∂R·
∂ξa

λa(ξ),
∂R·
∂ξb

µb(ξ)]C =
∂R·
∂ξa

(
∂Rλa

∂ξb
µb − (−)λµ ∂Rµa

∂ξb
λb). (2.12)

2.2 Main theorem

For every n ≥ 2, one can construct, on the one hand, constants f b
a1...an

∈ k, with
associated right derivation

∆ =
∂R·
∂ξb

f b(ξ) ∈ RDer[∧(sK∗)]1, (2.13)

where f b(ξ) =
∑

n≥2 f b
a1...an

ξa1 . . . ξan , and, on the other hand, vectors ea1...an ∈ L,
with associated element

e(ξ) =
∑
n≥1

ea1...anξa1 . . . ξan ∈ L(ξ)1−ε, (2.14)

such that:

• the derivation ∆ is a differential,

∆2 = 0; (2.15)

[with the associated left derivation ∆L = (−)b+1−εf b(ξ) ∂L

∂ξb ∈ LDer[∧(sK∗)]1

also being a differential, (∆L)2 = 0]

• the element e(ξ) satisfies the Maurer-Cartan type equation

(d + ∆L)e(ξ) +
1

2
[e(ξ), e(ξ)] = 0, (2.16)

so that
d̄ = d + [e(ξ), ·] + ∆L : L(ξ)g −→ L(ξ)g+1, d̄2 = 0; (2.17)

– for an inner differential d = [D, ·], where D ∈ L1−ε satisfies the “classical master
equation”

1
2
[D,D] = 0, (2.18)

D(ξ) = D + e(ξ) ∈ L(ξ)1−ε satisfies the “quantum master equation”

1
2
[D(ξ), D(ξ)] + ∆D(ξ) = 0, (2.19)

and d̄ = [D(ξ), ·] + ∆L;

14



• if d∆ = [∆, ·]C , then

H∗(d̄, L(ξ)) ' H∗(d∆, RDer[∧(sK∗)]), (2.20)

the isomorphism being given by

H∗(d∆, RDer[∧(sK∗)]) 3 [
∂R·
∂ξa

λa(ξ)] ←→ [
∂Re(ξ)

∂ξa
λa(ξ)] ∈ H∗(d̄, L(ξ)).

(2.21)

Remarks:
(i) Relation of the construction to Lie-Massey brackets: For all r ≥ 2, the con-

stants f b
a1...ar

define higher order maps lr in cohomology,

lr : ⊗rH(d) −→ H(d),

lr([ea1 ], . . . , [ear ]) = f b
a1...ar

[eb]. (2.22)

For a given r ≥ 2, let us suppose that the [ea1 ], . . . , [ear ] are such that the structure
constants with strictly less than r indices vanish, for all choices of ai’s. From the
explicit form of the identity (2.16), it then follows that

1

2

r−1∑

k=1

(e(a1...ak
, eak+1...ar))(−)(k(1+ε)+|ea1 |+...+|eak

|)((r−k+1)(1+ε)+ε+|eak+1
|+...+|eak+1

|)

+dea1...ar + ebf
b
a1...ar

= 0, (2.23)

the round bracket for the indices in the first term denoting symmetrization with
respect to the grading of the ξai ’s. We thus see that, under the above assumption,

−lr([ea1 ], . . . , [ear ]) =

1

2

r−1∑

k=1

[(e(a1...ak
, eak+1...ar))(−)(k(1+ε)+|ea1 |+...+|eak

|)((r−k+1)(1+ε)+ε+|eak+1
|+...+|eak+1

|)].(2.24)

By comparing with the definitions in [67], we identify the maps lr, under the above
assumption, as the value of the r-place Lie-Massey bracket [[ea1 ], . . . , [ear ]]M for the
defining system {eai1

...aik
, k = 1, . . . , r − 1, 1 ≤ i1 < . . . < ik ≤ r}, up to a sign.

(ii) The differential ∆ encodes a strongly homotopy Lie algebra on K [68].
(iii) Iteration of the construction: Because (RDer[∧(sK∗)], [·, ·]C , d∆) is a again

a graded differential Lie algebra, the main theorem can be applied to this graded
differential Lie algebra, yielding a new graded differential Lie algebra, to which the
main theorem can be applied, . . ..

2.3 Proof of the main theorem

2.3.1 Auxiliary acyclic extended graded differential Lie algebra

Let us now consider the graded differential Lie algebra RDer[∧(sK∗)]ε, which is
obtained from the even graded Lie algebra RDer[∧(sK∗)] by taking as new grading
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of all the elements the old one minus ε. Explicitly, we introduce additional variables
ξ∗a of degree −tot(ξa)− ε = |ea| − 1 replacing the ∂R·

∂ξa , and the space RDer[∧(sK∗)]ε

is composed of elements of the form ξ∗b λ
b(ξ). The even commutator bracket [·, ·]C is

replaced by

[·, ·]ξ : (RDer[∧(sK∗)]ε)g1 ⊗ (RDer[∧(sK∗)]ε)g2 −→ (RDer[∧(sK∗)]ε)g1+g2+ε,

[λ, µ]ξ =
∂Rλ

∂ξa

∂Lµ

∂ξ∗a
− (−)a(a+ε)∂

Rλ

∂ξ∗a

∂Lµ

∂ξa
, (2.25)

where the shorthand notation a has been used for the grading of ξa, and λ, µ ∈
RDer[∧(sK∗)]ε. It follows that RDer[∧(sK∗)]ε is a graded Lie algebra with the
same ε as the original one.

The auxiliary extended space is then defined to be

L(ξ, ξ∗) ≡ L⊗ ∧(sK∗)⊕RDer[∧(sK∗)]ε. (2.26)

The differential d and the bracket [·, ·] on L(ξ) = L⊗∧(sK∗) are extended trivially to
L(ξ, ξ∗), while the bracket [·, ·]ξ is extended by the formula (2.25), with λ, µ replaced
by elements A,B ∈ L(ξ, ξ∗). This means in particular that RDer[∧(sK∗)]ε acts on
L(ξ) through the bracket [·, ·]ξ. The bracket

[·, ·̃] = [·, ·] + [·, ·]ξ (2.27)

is then a graded Lie bracket of degree ε and the auxiliary differential graded Lie
algebra is (L(ξ, ξ∗), d, [·, ·̃]).

In the general case where the differential d is not inner, a further extension is
needed: define an element D̄ of degree 1 − ε and consider the direct sum of the one
dimensional vector space generated by D̄ with L(ξ, ξ∗), L̄(ξ, ξ∗) = kD̄ ⊕ L(ξ, ξ∗).
The space L̄(ξ, ξ∗) is turned into a graded Lie algebra by extending the bracket [·, ·̃]
according to

1

2
[D̄, D̄]̃ = 0,

[D̄, ξa1 . . . ξamx̃] = s(ξa1 . . . ξamx) = −(−)tot(ξa1 ...ξamx)+ε[ξa1 . . . ξamx, D̄]̃,

[D̄, ξ∗b λ
b(ξ)̃] = 0 = [ξ∗b λ

b(ξ), D̄]̃ = 0. (2.28)

It follows that (L̄(ξ, ξ∗), d = [D̄, ·̃], [·, ·̃]) is a graded differential Lie algebra with an
inner differential.

In the case where the differential d on L is inner, one does not need to further extend the space,
L̄(ξ, ξ∗) = L(ξ, ξ∗) and D̄ = D ∈ L(ξ, ξ∗).

Define now
D̄1 = D̄ + eaξ

a ∈ L̄1−ε(ξ, ξ∗) (2.29)

and

δ̃ = d + ea
∂L

∂ξ∗a
= [D̄, ·̃] + [eaξ

a, ·]ξ. (2.30)
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It follows directly that δ̃2 = 0 in L(ξ, ξ∗), but also that the cohomology of δ̃ is trivial,

H(δ̃, L(ξ, ξ∗)) = 0. (2.31)

Indeed, the condition δ̃[ξa1 . . . ξamx + ξ∗aλ
a(ξ)] = 0 implies separately dx = 0 ⇔ x =

ebµ
b+dy and λa(ξ) = 0, so that every cocycle is a coboundary, ξa1 . . . ξamx+ξ∗aλ

a(ξ) =
ξa1 . . . ξamx = δ̃[(−)tot(ξa1 ...ξam )ξa1 . . . ξam(y + ξ∗b µ

b)].

2.3.2 Master equation in L̄(ξ, ξ∗) with acyclic differential through HPT

Take as resolution degree in L(ξ, ξ∗) the number of ξ’s and define d̃1 = [D̄1, ·̃] =

δ̃ + [eaξ
a, ·]. The bracket 1

2
[D̄1, D̄1̃] = 1

2
[eaξ

a, ebξ
b] is of resolution degree 2, so that

(d̃1)2 = 1
2
[[eaξ

a, ebξ
b], ·] is of resolution degree 1.

Suppose that we have constructed D̄k = D̄ + D̄1 + . . . D̄k, with D̄i ∈ L̄1−ε(ξ, ξ∗)
for i = 1, . . . , k of resolution degree i such that 1

2
[D̄k, D̄k ]̃ = Rk+1 + Rr>k+1, where

Rk+1, Rr>k+1 ∈ L(ξ, ξ∗)2−ε have respectively resolution degree k + 1 and r > k + 1.

From 0 = [D̄k, 1
2
[D̄k, D̄k ]̃̃] = δ̃Rk+1 + R′

r>k+1, we find at resolution degree k + 1 that

δ̃Rk+1 = 0 and hence that Rk+1 = −δ̃D̄k+1, where D̄k+1 ∈ L(ξ, ξ∗)1−ε is of resolution

degree k + 1. It follows that if D̄k+1 = D̄k + D̄k+1,
1
2
[D̄k+1, D̄k+1̃] = R′′

r>k+1. Hence,
the construction can be continued recursively to get a D̄(ξ, ξ∗) = D̄ +

∑
k≥1 D̄k ∈

L̄(ξ, ξ∗)1−ε of the form
D̄(ξ, ξ∗) = D̄ + e(ξ) + ξ∗b f

b(ξ), (2.32)

such that

1

2
[D̄(ξ, ξ∗), D̄(ξ, ξ∗)̃] = 0. (2.33)

The corresponding differential in L(ξ, ξ∗) is

d̃ = [D̄(ξ, ξ∗), ·̃]. (2.34)

The cohomology of d̃ is trivial,

H∗(d̃, L(ξ, ξ∗)) = 0. (2.35)

Indeed, developing the cocycle l in d̃l = 0 according to the resolution degree, l =∑
r≥M lr we get at lowest order δ̃lM = 0 =⇒ lM = δ̃kM , so that l − d̃kM starts at

resolution degree M + 1 and one can continue recursively to show that l = d̃k for
some k ∈ L(ξ, ξ∗).

2.3.3 Decomposition

If V̄ (ξ) = kD̄ ⊕ V (ξ), the solution D̄(ξ, ξ∗) splits into

D(ξ) = D̄ + e(ξ) ∈ V̄ (ξ),
∆∗ = ξ∗b f

b(ξ) ∈ RDer[∧(sK∗)]ε, (2.36)
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The master equation (2.33) in RDer[∧(sK∗)]ε gives

1

2
[∆∗, ∆∗]ξ = 0. (2.37)

This equation is equivalent to ∆2 = 0 and proves (2.15). Explicitly, for each r ≥ 3,
it gives the set of higher order Jacobi identities

r−1∑
m=2

mf c
(a1...am−1|b|f

b
am...ar) = 0, (2.38)

where the round parenthesis denote graded symmetrization with respect to the grad-
ing of the ξa.

The associated differential in RDer[∧(sK∗)]ε is d∆∗ = [∆∗, ·]ξ. The graded differ-
ential Lie algebra (RDer[∧(sK∗)]ε, d∆∗ , [·, ·]ξ) can be transformed to the even graded

differential Lie algebra (RDer[∧(sK∗)], d∆, [·, ·]C) through the substitution ξ∗b ↔ ∂R

∂ξb .

The master equation (2.33) in V (ξ) reduces to equation (2.16), while in the case of
an inner differential d = [D, ·], it reduces to the quantum master equation (2.19).

The isomorphism between H∗(d̄, V (ξ)) and H∗(d∆, RDer[∧(sK∗)]) follows di-
rectly from the triviality of the cohomology of d̃. Indeed, for l = a(ξ) + ξ∗aν

a(ξ)
and k = b(ξ) + ξ∗aλ

a(ξ), the relation d̃l = 0 ⇐⇒ l = d̃k gives, in the case where
νa(ξ) = 0,

d̄a(ξ) = 0 ⇐⇒
{

a(ξ) = d̄b(ξ) + ∂Re(ξ)
∂ξa λa(ξ),

[∆∗, ξ∗b λ
b(ξ)]ξ = 0.

(2.39)

In order to find the cohomology, we need to know when this decomposition is direct,

i.e., we need to solve d̄b(ξ) + ∂Re(ξ)
∂ξa λa(ξ) = 0, under the condition [∆∗, ξ∗b λ

b(ξ)]ξ = 0.

This is equivalent to d̃(b(ξ) + ξ∗aλ
a(ξ)) = 0, and, using again the triviality of the

cohomology of d̃, this implies that b(ξ) + ξ∗aλ
a(ξ) = d̃(c(ξ) + ξ∗cµ

c(ξ)), or explicitly,

{
d̄b(ξ) + ∂Re(ξ)

∂ξa λa(ξ) = 0,

[∆∗, ξ∗b λ
b(ξ)]ξ = 0,

⇐⇒
{

b(ξ) = d̄c(ξ) + ∂Re(ξ)
∂ξa µa(ξ),

ξ∗aλ
a(ξ) = [∆∗, ξ∗cµ

c(ξ)]ξ,
(2.40)

This implies that the decomposition is direct iff ξ∗aλ
a(ξ) is not a coboundary and

proves (2.21).

2.4 Spectral sequence for the computation of the cohomolo-
gies of d∆ and d̄

The purpose of this subsection is to discuss briefly the general computation of the
cohomology H(d∆, RDer[∧(sK∗)]) (and thus also of H(d̄, L(ξ)) because of the iso-
morphism (2.20), (2.21)). In order to do so, we give some details on exact couples
and spectral sequences and apply these concepts to the present problem.
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Let λ = ∂R·
∂ξA λA be a right derivation. We assume that the λA are formal power

series in ξA. In the following, we provide this space with an obvious filtration. It will
however not have finite length in general, and for particular theories, better filtrations
have to be found in order to do a complete computation. Since the techniques will
be similar, it is nevertheless useful to show how they work for this filtration.

2.4.1 Grading and filtration on the space of right derivations

Let Nξ = ∂R

∂ξa ξa be the operator counting the number of ξ’s. A general right
derivation admits the following decomposition according to the eigenvalues of Nξ:
λ = λ−1 + λ0 + λ1 + . . ., where [λp, Nξ] = pλp. Hence, RDer[∧(sK∗)] is a graded
space, RDer[∧(sK∗)] = ⊕p=−1RDer[∧(sK∗)]p. (It is actually a bigraded space, the
other grading, for which d∆ is homogeneous of degree 1 being the grading tot.)

The graded right commutator satisfies [[λm, µn], Nξ] = (m + n)[λm, µn]. The
decomposition of ∆ starts at eigenvalue 1: ∆ = ∆1 + ∆2 + . . . ; the corresponding
decomposition of d∆ being d∆ = [∆1, ·] + [∆1, ·] = . . . ≡ d1 + d2 + . . .. It follows that
the cocycle condition d∆λ = 0 decomposes as

d1λ−1 = 0,
d1λ0 + d2λ−1 = 0,

d1λ1 + d2λ0 + d3λ−1 = 0,
..., (2.41)

while the coboundary condition λ = d∆µ decomposes as

λ−1 = 0,
λ0 = d1µ−1,

λ1 = d1µ0 + d2µ−1,
λ2 = d1µ1 + d2µ0 + d3µ−1,

..., (2.42)

In order to construct the spectral sequence associated to this problem, we follow [69].
Consider the spaces Kp of derivations having Nξ degree greater than p, i.e., λ ∈ Kp

if λ = λp + λp+1 + . . .. The space of all right derivations is RDer[∧(sK∗)] = K−1,
Kp+1 ⊂ Kp and d∆Kp ⊂ Kp. The sequence of spaces Kp is a decreasing filtration of
RDer[∧(sK∗)], with Kp/Kp+1 ' RDer[∧(sK∗)]p.

We have the short exact sequence4:

0 −→ ⊕p=−1Kp+1
i−→ ⊕p=−1Kp

j−→ ⊕p=−1Kp/Kp+1 −→ 0, (2.43)

where ⊕p=−1Kp/Kp+1 ' ⊕p=−1RDer[∧(sK∗)]p. The following diagram is exact at
each corner:

H(d∆,⊕p=−1Kp+1)
i0−→ H(d∆,⊕p=−1Kp)

k0 ↖ ↙ j0

E0,

(2.44)

4A diagram is said to be exact if the image of a map is equal to the kernel of the next map.
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where E0 = ⊕p=−1Kp/Kp+1 ' ⊕p=−1RDer[∧(sK∗)]p. In this diagram, H(d∆, Kp)
is defined by the cocycle condition d∆(λp + λp+1 + . . .) = 0, and the coboundary
condition λp + λp+1 + . . . = d∆(µp + µp+1 + ...). The maps i0 and j0 are induced
by i and j, i0[λp+1 + λp+2 + . . .] = [λp+1 + λp+2 + . . .] and j0[λp + λp+1 + . . .] =
[j(λp +λp+1+ . . .)] = [λp]. They are well defined, because i0 maps cocycles to cocycles
and coboundaries to coboundaries, while j(d∆(µp + µp+1 . . .)) ∈ Kp+1. The map k0

is defined by k0[λp] = [d∆λp]. It does not depend on the choice of representative for
[λp] ∈ Kp/Kp+1, because [d∆(λp+1 + . . .)] = 0 ∈ H(d∆, Kp+1).

Let us check explicitly that this diagram is exact:

• ker j0 is given by elements [λp + λp+1 + ...] ∈ H(d∆, Kp) such that d∆(λp +
λp+1 + ...) = 0 and λp = 0. This is the same than i0H(s,Kp+1), which is given
by [λp+1 + λp+2 + . . .], with d∆(λp+1 + λp+2 + ...) = 0, the equivalence relation
being the equivalence relation in H(s,Kp) by definition of i0.

• ker k0 is given by elements [λp] such that [d∆λp] = 0 ∈ H(d∆, Kp+1), i.e. such
that d∆λp = d∆(µp+1 + µp+2 + ....). By the identification λp+1 = −µp+1, λp+2 =
−µp+2, . . ., this is indeed the same than j0H(d∆, Kp) given by [λp] with d∆(λp +
λp+1 + . . .) = 0.

• ker i0 is given by elements [λp+1 +λp+2 + ...] such that d∆(λp+1 +λp+2 + ...) = 0
and λp+1+λp+2+... = d∆(µp+µp+1+...), while k0[µp] is given by [λp+1+λp+2+...]
of the form [d∆µp] so that λp+1 + λp+2 + ... = d∆µp + d∆(µp+1 + . . .), which is
indeed the same.

2.4.2 Exact couples and associated spectral sequence

To every exact couple (A0, B0), i.e., exact diagram of the form

A0
i0−→ A0

k0 ↖ ↙ j0

B0,

(2.45)

one can associated a derived exact couple

A1
i1−→ A1

k1 ↖ ↙ j1

B1.

(2.46)

In this diagram, the spaces and maps are defined as follows: A1 = i0A0; B1 =
H(d0, B0), where d0 = j0 ◦ k0 ( d2

0 = 0 because k0 ◦ j0 = 0); for a1 = i0a0, i1a1 =
i1(i0a0) = i20a0; j1a1 = [j0a0] (this map is well defined: j0a0 is a cocycle, because
k0 ◦ j0 = 0, furthermore the map does not depend on the representative chooser for
a0, because if i0a0 = 0, a0 = k0b0 for some b0 and j1a1 = [j0 ◦ k0b0] = 0); k1[b0] = k0b0

(k0b0 = i0a0 for some b0 because d0b0 = j0(k0b0) = 0 implies k0b0 = i0a0, furthermore
k0d0c0 = 0 because k0 ◦ j0 = 0).

Let us also check explicitly exactness of this diagram:
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• ker j1 is given by elements a1 = i0a0 such that [j0a0] = 0, i.e., j0a0 = j0k0b0

and then a0 − k0b0 = i0c0, implying that a1 = i20c0. i1A1 is given by elements
a1 = i1c1 = i20c0. It follows that ker j1 ⊂ i1A1, while the inverse inclusion
follows from j0 ◦ i0 = 0.

• ker k1 is given by elements [b0] such that k0b0 = i0a0 = 0, i.e., such that
b0 = j0c0, for some c0, while im j1 is given by elements [b0] such that [b0] = [j0e0],
i.e b0 = j0(e0 + k0f0). It follows that ker k1 = im j1.

• ker i1 is given by elements a1 = i0a0 such that i0(i0a0) = 0, i.e., i0a0 = k0b0

(which implies in particular d0b0 = 0). im k1 is given by elements a1 = i0a0 =
k0b0 for some b0 with d0b0 = 0, so both spaces are indeed the same.

Clearly, this construction can be iterated by taking as the starting exact couple
the derived couple. We thus get a sequence of exact couples

Ar
ir−→ Ar

kr ↖ ↙ jr

Br.

(2.47)

and the associate spectral sequence (Br, dr), for r = 0, 1, . . ., i.e., spaces Br and
differentials dr satisfying Br+1 = H(dr, Br).

2.4.3 Spectral sequence associated to d∆

Let us now apply the general theory to the case of the exact couple (2.44) and give
explicitly the differentials dr and the spaces Br (called Er) in this case for r = 0, 1, 2, 3.

We have E0 = ⊕p=−1Kp/Kp+1 ' ⊕p=−1RDer[∧(sK∗)]p. The differential d0 is
defined by d0[λp]0 = j0[d∆λp], where [d∆λp] ∈ H(d∆, Kp+1). It follows that d0[λp]0 =
[d1λp]. This means that Ep

1 is defined by elements [[λp]0]1 with the cocycle condition

d1λp = 0 (2.48)

and the coboundary condition
λp = d1µp−1. (2.49)

Because d1 = ∂R

∂ξa fa
bcξ

bξc, and d2
1 = 0 implies that the fa

bc are the structure constants
of a graded Lie algebra, this group is just a graded version of standard Lie algebra
(Chevalley-Eilenberg) cohomology with representation space the adjoint representa-
tion.

Take now [[λp]0]1 ∈ Ep
1 . The differential d1[[λp]0]1 = j1k1[[λp]0]1 = j1k0[λp]0 =

j1[d∆λp] = [j0i
−1
0 [d∆λp]]1. This means that [d∆λp] has to be considered as an ele-

ment of H(d∆, Kp+2) so that d1[[λp]0]1 = [[d2λp]0]1. Hence Ep
2 is defined by elements

[[[λp]0]1]2 with the cocycle condition

d2λp + d1λp+1 = 0, (2.50)

d1λp = 0, (2.51)
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and the coboundary condition

λp = d2µp−2 + d1µp−1, (2.52)

0 = d1µp−2. (2.53)

We thus find that Ep
2 = Hp(d2, H(d1)).

The differential d2 in Ep
2 is defined by d2[[[λp]0]1]2 = j2k2[[[λp]0]1]2 = j2k1[[λp]0]1 =

j2k0[λp]0 = [j1i
−1
1 k0[λp]0]2 = [[j0i

−1
0 i−1

1 k0[λp]0]1]2. In order to make sure that k0[λp]0
belongs to i1i0H(d∆, Kp+1) we use λp + λp+1 as a representative for [λp]0. It fol-
lows that d2[[[λp]0]1]2 = [[[d3λp + d2λp+1]0]1]2. The cocycle condition for an element
[[[[λp]0]1]2]3 ∈ Ep

3 is then given by

d3λp + d2λp+1 = d2µp+1 + d1µp+2, (2.54)

d2λp + d1λp+1 = 0, (2.55)

d1λp = 0, (2.56)

with d1µp+2 = 0. The redefinition λp+1 → λp+1 − µp+1 and λp+2 = −µp+2, then gives
as cocycle condition

d3λp + d2λp+1 + d1λp+2 = 0, (2.57)

d2λp + d1λp+1 = 0, (2.58)

d1λp = 0. (2.59)

The coboundary condition is [[[λp]0]1]2 = d3[[[µp−3 + µp−2]0]1]2, where d1µp−3 =
0, d2µp−3 + d2µp−2 = 0, hence [[λp]0]1 = [[d3µp−3 + d2µp−2]0]1 + d2[[σp−2]0]1, with
d1σp−2 = 0 which gives

λp = d3µp−3 + d2µp−2 + d2σp−2 + d1ρp−1, (2.60)

0 = d2µp−3 + d1µp−2, (2.61)

0 = d1µp−3, 0 = d1σp−2. (2.62)

The redefinition µp−2 → µp−2 + σp−2 and ρp−1 = µp−1, then gives the coboundary
condition

λp = d3µp−3 + d2µp−2 + d1µp−1, (2.63)

0 = d2µp−3 + d1µp−2, (2.64)

0 = d1µp−3. (2.65)

This construction can be continued in the same way for higher r’s.
The original problem was the computation of H(d∆, RDer[∧(sK∗)]) =

H(d∆, K−1). From exactness of the couples (2.47), it follows that

H(d∆, K−1) ' j0E
−1
0 ⊕ ker j0

' ker k0(⊂ E−1
0 )⊕ i0H(d∆, K0)

' ker k0(⊂ E−1
0 )⊕ ker k1(⊂ E0

1)⊕ i1i0H(d∆, K1) (2.66)
... (2.67)

' ⊕R
r=0ker kr(⊂ Er−1

r )⊕ iR . . . i0H(d∆, KR). (2.68)
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Furthermore, E0 ' E1 ⊕ F0 ⊕ d0F0 and E−1
0 ' E−1

1 ⊕ F−1
0 . F0 does not belong

to ker k0 because d0F0 6= 0. Thus ker k0(⊂ E−1
0 )) ' ker k1(⊂ E−1

1 ). Similarly,
E1 ' E2 ⊕ F1 ⊕ d1F1 and (d1F1)

−1 = (d1F1)
0 = 0. Again, d1[F1]1 6= 0 implies that

F1 does not belong to ker k1. This means that ker k1(⊂ E−1
1 ) ' ker k2(⊂ E−1

2 )
and ker k1(⊂ E0

1) ' ker k2(⊂ E0
2). Going on in the same way, we conclude that

ker kr(⊂ Er−1
r )) ' ker kR(⊂ Er−1

R )). We thus get

H(d∆, K−1) ' ⊕R
r=0ker kR(⊂ Er−1

R )⊕ iR . . . i0H(d∆, KR). (2.69)

This construction is most useful if it would stop at some point. Indeed, suppose
that KR = 0. Because kR[. . . [λp]0 . . .]R belongs to iR . . . i0H(d∆, Kp+R+1) = 0, it
follows that

H(d∆, K−1) ' ⊕R−1
r=0 Er−1

R . (2.70)

2.5 Examples

2.5.1 Lie algebra cochains and chains

As a first example, we consider the tensor product of chains and cochains on a semi-
simple Lie algebra G with generators TI , This space can be identified with the space

L = ∧(G)⊗ ∧(G∗) = ∧(PI , C
I), (2.71)

where PI and CI are Grassmann odd variables. The grading is obtained by giving
degree −1 to PI and degree 1 to CI . The graded Lie bracket on L (with ε = 0) is
taken to be

{·, ·} =
∂R·
∂PI

∂L·
∂CI

+
∂R·
∂CI

∂L·
∂PI

. (2.72)

The differential d on L is inner,

Ω =
1

2
fIJ

KPKCJCI , d = {Ω, ·}, (2.73)

d = CJfJI
KPK

∂L

∂PI

+
1

2
CJCIfIJ

K ∂L

∂CK
. (2.74)

It is the standard Chevalley-Eilenberg differential with representation space the
space of chains transforming under the extension of the adjoint representation. The
interesting feature of this example is that the cohomology H(d, L) can be computed
exactly: it is generated by the primitive invariant chains and the primitive invariant
cochains, which are completely known for semi-simple Lie algebras (see e.g. [72]).

Note that this example has more structure than discussed in the general case.
Indeed, (L, d, {·, ·}) is a graded differential Poisson algebra for the exterior product
of chains and cochains.

In the particular case of su(2) a basis {ea} of K ' H(d, L) is given by

e1 = 1, e2 =
1

3
fIJKCICJCK , e3 =

1

3
f IJKPIPJPK , e4 = e2e3, (2.75)

23



where the indices are lowered and raised with the Killing metric gIJ = fIL
KfJK

L and
its inverse. Direct computation shows that only one bracket of the elements of the
basis is non vanishing and that it is d exact, {ξ2e2, ξ

3e3} + {Ω, ξ2ξ3e23} = 0, where
e23 = −2

3
f IJ

KPIPJCK . Furthermore, {e23, ea} = 0 = {e23, e23}. It follows that
∆ = 0 and that Ω(ξ) = Ω + ξaea + ξ2ξ3e23 satisfies

1

2
{Ω(ξ), Ω(ξ)} = 0. (2.76)

In the case of a general semi-simple Lie algebra G, it is not difficult to show that
the first order structure functions fa

bc all vanish. The computation of the higher order
structure functions is more involved. The complete analysis of the sh Lie structure
of the cohomology H(d, L) and of the associated “quantum master equation” will be
discussed elsewhere [70].

2.5.2 Schouten-Nijenhuis bracket in S(G)⊗ ∧G∗

The second example is discussed in section 4 of [71]. The space L is taken to be the
symmetric tensors on G tensor product with the cochains,

L = S(G)⊗ ∧(G∗) = ∧(xI , C
I), (2.77)

where the xI are generators of G considered as even coordinates on G∗, with degree
0, while the Grassmann odd generators CI have degree 1. The Schouten-Nijenhuis
bracket of grading ε = −1 is defined by

(·, ·) =
∂R·
∂xI

∂L·
∂CI

− ∂R·
∂CI

∂L·
∂xI

, (2.78)

Again, the differential d on L is inner,

Ω =
1

2
fIJ

KxKCJCI , d = (Ω, ·), (2.79)

d = CJfJI
KxK

∂L

∂xI

+
1

2
CJCIfIJ

K ∂L

∂CK
. (2.80)

It is the standard Chevalley-Eilenberg differential with representation space in this
case the space of symmetric tensor on G transforming under the extension of the
adjoint representation. The cohomology H(d, L) can also be computed exactly in
this case: it is generated by primitive invariant symmetric tensors and primitive
invariant cochains, which are again completely classified for semi-simple Lie algebras
(see e.g. [72]).

In this example, L is a Gerstenhaber algebra: the Schouten-Nijenhuis bracket is
a graded derivation of the exterior product. Furthermore, the bracket (·, ·) measures

the failure of the second order differential operator D = ∂R

∂xK

∂R

∂CK to be a derivation.
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2.5.3 Hamiltonian BFV formalism

Another, physically relevant example of a differential graded Lie algebra is the for-
malism of Batalin, Fradkin and Vilkovisky for constrained Hamiltonian systems
[73, 74, 75, 76, 77, 78] (for reviews, see e.g. [79, 80, 81, 82, 26]). The even graded Lie
bracket {·, ·} is the extension of the standard Poisson bracket to the ghost and ghost
momenta, while the inner differential is generated by the BRST charge Ω, built out
of the constraints and the structure functions arising in their Poisson bracket algebra.

2.5.4 Lagrangian BV formalism

The general formalism to control gauge symmetries through a differential during
quantization in the Lagrangian framework, developed by Becchi, Rouet, Stora [8, 9,
10, 11], Tyutin [12], Zinn-Justin [13, 14], Batalin and Vilkovisky [21, 22, 23, 24, 25]
is refereed to as the “antifield formalism” below. It is another physically important
example of a differential graded Lie algebra. Since the main objective of this review
is to analyze what can be gained by the general construction of section 2.2 in this
context, the different ingredients of the antifield formalism will be briefly reviewed
in the next section. More details can be found in the original papers, in the reviews
[26, 83, 84, 27, 33] and in the references cited therein.
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3 Antifield formalism and local BRST cohomology

3.1 Antibracket and master equation

The starting point for local gauge field theories is an action

S0[φ
i] =

∫
dnx L0, (3.1)

where the Lagrangian L0 depends on the fields φi and a finite number of their deriva-
tives. The left hand side of the equations of motion are determined by the Euler-
Lagrange derivatives of L0,

δL0

δφi
= 0. (3.2)

In gauge theories, the left hand side of the equations of motion are not all independent,
but there exist on-shell non vanishing relations among them. These are the non trivial
Noether identities in one to one correspondence with the non trivial gauge symmetries.

The original set of fields {φi} is extended to the set {φa} by introducing in addition
(i) ghost fields for the non trivial Noether identities, (ii) ghosts for ghosts associated
to the non trivial reducibility identities of Noether identities, (iii) ghosts for ghosts
for ghosts for the second stage non trivial reducibility identities. . ., and (iv) antifields
φ∗a associated to all of the above fields. In the following, we will denote the fields and
antifields collectively by zα.

In the classical theory, the relevant space is the space of local functionals F
in the fields and antifields. Under appropriate vanishing conditions on the fields,
antifields and their derivatives at infinity, this space is isomorphic to the space of
functions in the fields, the antifields and a finite number of their derivatives, up
to total divergences. Introducing the horizontal one forms dxµ and the horizontal
differential d = dxµ∂µ, with ∂µ = ∂

∂xµ +
∑

k=0 zα
,(µν1...νk)

∂
∂zα

,(ν1...νk)
, the space of local

functionals is isomorphic to the cohomology of the horizontal differential d in form
degree n in the space Ω of form valued local functions, F ' Hn(d, Ω). The grading
is the ghost number obtained by assigning degree 0 to the original fields, degree 1 to
the ghosts, 2 to the ghosts for ghosts. The ghost number of an antifield is defined to
be minus the ghost number of the corresponding field minus 1. The odd graded Lie
bracket with ε = 1 of local functionals Ai =

∫
dnx ai is defined by

(A1, A2) =

∫
dnx

δRa1

δφa

δLa2

δφ∗a
− δRa1

δφ∗a

δLa2

δφa
. (3.3)

It is called “antibracket” in this context. In terms of generating functionals for Green’s
functions introduced below, the antibracket is defined by a similar expression where
the Euler-Lagrange derivatives of the integrands, δa

δzα is replaced by the functional
derivatives δA

δzα(x)
for the corresponding functionals. This generalization is consistent

because for local functionals δA
δzα(x)

= δa
δzα (x).
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The central object of the formalism is the construction of a solution S to the
classical master equation

1

2
(S, S) = 0. (3.4)

This solution is obtained by first constructing a (possibly reducible) generating set
of non trivial gauge symmetries, as well as generating sets of non trivial reducibility
identities for the gauge symmetries, of non trivial reducibility identities of the second
stage for the previous reducibility identities. . ..

If the solution S of the master equation (3.4) is required to be in ghost number
0, Grassmann even, minimal and proper, i.e., to contain in addition to the starting
point action S0 the gauge transformations related to the generating set of non trivial
gauge symmetries as well as the various reducibility identities in a canonical way,
one can show existence and locality of this solution, with uniqueness holding up to
canonical field-antifield redefinitions. The BRST differential is then s = (S, ·), so
that (F , (·, ·), s) is a graded differential Lie algebra with an inner differential.

3.2 Local BRST cohomology

The cohomology of s in the space of local functionals, H∗(s,F) is called local BRST
cohomology. With the algebraic characterization of local functionals discussed above,
it is isomorphic to the cohomology of s modulo d in form degree n, H∗,n(s|d, Ω), in the
space of form valued local functions Ω. This cohomological group is in turn related
to the cohomology of s in Ω, H(s, Ω) through descent equations.

In negative ghost numbers g, the groups Hg,n(s|d, Ω) describe the generalized non
trivial global symmetries of the theory. In ghost number zero, they describe the
observables, i.e., the equivalence classes of local functionals that are gauge invariant
when the gauge covariant equations of motion δL0/δφ

i = 0 hold, where two such
functionals, that coincide when these equations hold, have to be identified. The
BRST cohomology in ghost number 0 also describes the infinitesimal deformations of
the master equation, the obstructions to deformations being described by local BRST
cohomological classes in ghost number 1. As will be discussed below, the local BRST
cohomology in ghost number 0 also constrains the divergences and the counterterms
of the quantum theory, while the classes in ghost number 1 describe the anomaly
candidates.

3.3 Gauge fixing

In order to get well defined propagators, needed as a starting point for perturbation
theory, the gauge has to be fixed. The gauge fixing can be done in two steps: first
one adds a cohomological trivial non minimal sector. This amounts to extending the
minimal solution of the master equation to S ′ = S+

∫
dnx BaC̄∗

a . The canonical BRST
differential extended to the antifields and the non minimal sector is s = (S ′, ·)φ,φ∗ .
The second step is to perform an anticanonical transformation generated by a gauge
fixing fermion Ψ[φa]: the gauge fixed action to be used for quantization is Sgf [φ

a, φ̃∗a] =
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S ′[φa, φ̃∗a + δLΨ
δφa ], with Ψ chosen in such a way that the propagators of the theory are

well defined. For instance, in Yang-Mills type theories, standard linear gauges are
obtained from

Ψ =

∫
dnx C̄a(∂

µAa
µ +

1

2
αBa). (3.5)

The cohomology of the associated BRST differential s = (Sgf , ·)φ,φ̃∗ in the space of
local functions or in the space of local functionals is isomorphic to the cohomology of
the canonical BRST differential in the respective spaces and can be obtained from it
through the shift of antifields φ∗ = φ̃∗ + δLΨ/δφ. The dependence of the gauge fixed
action on the fields and antifields of the non minimal sector is explicitly given by

δRSgf

δC̄a = −(Sgf ,
δRΨ
δC̄a )φ,φ̃∗ ,

δRSgf

δBa = −(Sgf ,
δRΨ
δBa )φ,φ̃∗ + ˜̄C∗

a ,
δRSgf

δ ˜̄C∗a
= Ba,

δRSgf

δB̃∗a
= 0.

The dependence of the gauge fixed solution of the master equation Sgf on any
parameter αi appearing in the gauge fixing fermion Ψ alone, and not in the minimal
solution S of the master equation, is given by

∂Sgf

∂Rαi
= −(Sgf ,

∂RΨ

∂αi
). (3.6)

In the following, it will always be understood that the gauge fixed action with
tilded antifields is used in manipulations involving the Green’s functions, even if we
do not always indicate this explicitly, when we are interested in statements concerning
the local BRST cohomology.
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4 Higher order cohomological restrictions and

renormalization

4.1 Regularization

We will assume that there is a regularization with the properties of dimensional
regularization as explained in reference [65], i.e.,

• the regularized action Sτ = Σn=0τ
nSn is a polynomial or a power series in τ , the

τ independent part corresponding to the starting point action S0 = S, so that
the algebraic relations that hold for the classical action S hold in the regularized
theory for S0.

• if the renormalization has been carried out up to n − 1 loops, the divergences
of the effective action at n loops are poles in τ up to the order n with residues
that are local functionals, and

• the regularized quantum action principle holds [56].

Let S̃ = Sτ + ρ∗θτ , with θτ = 1
2τ

(Sτ , Sτ ), so that θ0 = (S, S1), and ρ∗ a global
source in ghost number −1. On the classical level, we have, using (ρ∗)2 = 0,

1

2
(S̃, S̃) = τ

∂S̃

∂ρ∗
, (4.1)

(S̃,
∂S̃

∂ρ∗
) = 0, (4.2)

which translates, according to the quantum action principle, into the corresponding
equations for the regularized generating functional for 1PI vertex functions:

1

2
(Γ̃, Γ̃) = τ

∂Γ̃

∂ρ∗
, (4.3)

(Γ̃,
∂Γ̃

∂ρ∗
) = 0. (4.4)

Using (ρ∗)2 = 0, these equations reduce to

1

2
(Γ, Γ) = τ

∂Γ̃

∂ρ∗
, (4.5)

(Γ,
∂Γ̃

∂ρ∗
) = 0. (4.6)

At one loop, we get

(Sτ , Γ
(1)) = τθ(1), (4.7)

(Sτ , θ
(1)) + (Γ(1), θτ ) = 0, (4.8)
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where Γ(1) and θ(1) are respectively the one loop contributions of Γ and ∂Γ̃/∂ρ∗. By
assumption, we have

Γ(1) =
∑
n=−1

τnΓ(1)n, (4.9)

θ(1) =
∑
n=−1

τnθ(1)n, (4.10)

where Γ(1)−1 and θ(1)−1 are local functionals.

4.2 Lowest order cohomological restrictions

At 1/τ , equations (4.7) and (4.8) give

(S, Γ(1)−1) = 0, (4.11)

(S, θ(1)−1) + (Γ(1)−1, θ0) = 0. (4.12)

Using θ0 = (S, S1) and equation (4.11), equation (4.12) reduces to

(S, θ(1)−1 − (S1, Γ
(1)−1)) = 0. (4.13)

In addition, we get, from the term independent of τ in equation (4.7),

(S, Γ(1)0) = θ(1)−1 − (S1, Γ
(1)−1). (4.14)

The term linear in τ gives

(S, Γ(1)1) = θ(1)0 − (S1, Γ
(1)0)− (S2, Γ

(1)−1). (4.15)

The one loop renormalized effective action is Γ1
R = S + ~Γ(1)0 + O(~2, τ), where the

notation O(~2, τ) means that those terms which are not of order at least two in ~ are
of order at least one in τ and vanish when the regularization is removed (τ −→ 0),
so that

1

2
(Γ1

R, Γ1
R) = ~A1 + O(~2, τ), (4.16)

with, using equation (4.14),

A1 = θ(1)−1 − (S1, Γ
(1)−1), (4.17)

and the consistency conditions for local functionals

(S, Γ(1)−1) = 0 =⇒ Γ(1)−1 = ci
1Ci + (S, Ξ1), (4.18)

(S, A1) = 0 =⇒ A1 = ai
1Ai + (S, Σ1), (4.19)

where [Ci] and [Ai] are respectively a basis of representatives for H0(s) and H1(s).
These are the standard cohomological restrictions on the divergences and the anoma-
lies of the quantum theory.
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4.3 First order cohomological restrictions

The idea is now to get additional cohomological restrictions on anomalies and coun-
terterms, using the bracket induced in cohomology discussed in section 2.1. In order
to do so, we couple to the starting point action an arbitrary local BRST cohomological
class.

Let D be a BRST cocycle in any ghost number g and consider Sj = S+jD, where
the source j is of ghost number −g. The regularized action is Sj

τ = Sτ +jDτ , with D a
polynomial in τ starting with D. If S̃j = Sj

τ+ρ∗θj
τ , where θj

τ = 1
2τ

(Sτ , Sτ )+
1
τ
(jDτ , Sτ ),

we have

1

2
(S̃j, S̃j) = τ

∂S̃j

∂ρ∗
+ O(j2), (4.20)

and the corresponding equation for the regularized generating functional Γ̃j

1

2
(Γ̃j, Γ̃j) = τ

∂Γ̃j

∂ρ∗
+ O(j2). (4.21)

At one loop, we get for the term independent of ρ∗,

(Γ
(1)
j , Sj

τ ) = τθ
(1)
j + O(j2). (4.22)

The term linear in j of order 1
τ

gives

(D(1)−1, S) + (D, Γ(1)−1) = 0, (4.23)

with D(1)−1 = (∂Γ
(1)−1
j /∂j)|j=0. This gives our first theorem.

Theorem 1 The antibracket of the divergent one loop part Γ(1)−1, which is BRST
closed and local, with any local BRST cocycle is BRST exact in the space of local
functionals.

The theorem can be reformulated by saying that the antibracket map induced in
the local BRST cohomology groups

([Γ(1)−1], [D])M = [0] (4.24)

for all [D] ∈ Hg(s). This equation represents a cohomological restriction on the
coefficients ci

1 that can appear ; it can be calculated classically from the knowledge
of H0(s) and the antibracket map from H0(s)⊗Hg(s) to Hg+1(s). According to the
previous section, the theorem holds in particular when D = Γ(1)−1 or D = A1.

In the same way, the consistency condition is

(Γj,
∂Γ̃j

∂ρ∗
) + O(j2) = 0, (4.25)

and gives at one loop,

(Γ
(1)
j , θj

τ ) + (Sj
τ , θ

(1)
j ) + O(j2) = 0. (4.26)
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The term linear in j of order 1
τ

gives

(D(1)−1, θ0)−
(

∂θj
0

∂j

∣∣∣∣
j=0

, Γ(1)−1

)

+(D, θ(1)−1)−

 ∂θ

(1)−1
j

∂j

∣∣∣∣∣
j=0

, S


 = 0. (4.27)

Using θ0 = (S, S1), ∂θj
0/∂j|j=0 = (D1, S)+(D,S1), equations (4.11), (4.17) and (4.23),

we get

(D, A1)−

 ∂θ

(1)−1
j

∂j

∣∣∣∣∣
j=0

− (D1, Γ
(1)−1)− (D(1)−1, S1), S


 = 0. (4.28)

This gives our second result.

Theorem 2 The antibracket of the BRST closed first order anomaly A1 with any
local BRST cocycle is BRST exact in the space of local functionals.

The theorem can again be reformulated by saying that the antibracket map

([A1], [D])M = [0] (4.29)

for all [D] ∈ Hg(s) ; it represents a classical cohomological restriction on the coeffi-
cients ai

1 that can appear.

4.4 Higher orders

Let B0 = S and B1 = Γ(1)−1. We have the following theorem.

Theorem 3 The first order counterterms can be completed into a local deformation
of S, i.e., there exist local functionals Bn such that

1

2
(Sj∞ , Sj∞) = 0, (4.30)

Sj∞ = S +
∑
n=1

jnBn. (4.31)

Proof. The theorem is true for j0, j1 and j2, if we take D = Γ(1)−1 = B1 in (4.23)

and B2 = 1/2(∂Γ
(1)−1
j /∂j)|j=0. Suppose the theorem true at order jk i.e., we have

1

2
(Sjk

, Sjk

) = O(jk+1), (4.32)

Sjk

= S +
k∑

n=1

jnBn. (4.33)
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and

Bn =
1

n
(∂n−1Γ

(1)−1

jn−1 /∂jn−1)|j=0. (4.34)

At the regularized level, consider the action

Sjk

τ = Sτ +
k∑

n=1

jnBn
τ (4.35)

and S̃jk
= Sjk

τ + ρ∗θjk

τ , with θjk

τ = 1
2τ

(Sjk

τ , Sjk

τ ) + O(jk+1), so that

1

2
(S̃jk

, S̃jk

) = τ
∂S̃jk

∂ρ∗
+ O(jk+1). (4.36)

The corresponding equation for Γ̃jk based on the action S̃jk
is

1

2
(Γ̃jk , Γ̃jk) = τ

∂Γ̃jk

∂ρ∗
+ O(jk+1). (4.37)

At one loop, we get, for the part independent of ρ∗,

(Sjk

τ , Γ
(1)

jk ) = τθ
(1)

jk + O(jk+1). (4.38)

At order jk, this equation gives

Sτ ,

∂kΓ
(1)

jk

∂jk

∣∣∣∣∣
j=0


 +


B1

τ ,
∂k−1Γ

(1)

jk

∂jk−1

∣∣∣∣∣
j=0


 + . . .

+

(
Bk

τ , Γ
(1)

jk

∣∣∣
j=0

)
= τ

∂kθ
(1)

jk

∂jk

∣∣∣∣∣
j=0

. (4.39)

At order 1/τ , we get, using

∂n−1Γ
(1)−1

jk

∂jn−1

∣∣∣∣∣
j=0

=
∂n−1Γ

(1)−1

jn−1

∂jn−1

∣∣∣∣∣
j=0

= nBn, (4.40)

for n = 1, . . . , k − 1 and defining
∂kΓ

(1)−1

jk

∂jk

∣∣∣∣
j=0

= (k + 1)Bk+1, the relation

(S, (k + 1)Bk+1) + (B1, kBk) + . . . + (Bk, B1) = 0, (4.41)

or equivalently

0 =
k∑

m=0

(Bm, (k + 1−m)Bk+1−m) =
(k + 1)

2

k+1∑
m=0

(Bm, Bk+1−m), (4.42)

which proves the theorem.

Let E0 = A1 = θ(1)−1 − (B1, S1).
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Theorem 4 The lowest order contribution to the anomaly E0 can be extended to a
local cocycle of the deformed solution of the master equation Sj∞, i.e., there exist
local functionals Em such that

(Sj∞ , Ej∞) = 0, (4.43)

Ej∞ =
∑
m=0

jmEm. (4.44)

Proof. The theorem holds for j0 and j1 by taking in (4.28) D = B1, and defining

E1 =
∂θ

(1)−1
j

∂j

∣∣∣∣∣
j=0

− (D1, Γ
(1)−1)− (D(1)−1, S1) (4.45)

=
∂θ

(1)−1
j

∂j

∣∣∣∣∣
j=0

− (B1, B
1
1)− (2B2, S1). (4.46)

Let us define

Em =
∂mθ

(1)−1
jm

∂jm

∣∣∣∣∣
j=0

−
m∑

n=0

((n + 1)Bn+1, Bm−n
1 ). (4.47)

The consistency condition is

(Γjk ,
∂Γ̃jk

∂ρ∗
) = O(jk+1). (4.48)

At one loop, we have,

(Γ
(1)

jk , θjk

τ ) + (Sjk

τ , θ
(1)

jk ) = O(jk+1). (4.49)

The term of order jk of this equation gives

k∑
m=0





 ∂mΓ

(1)

jk

∂jm

∣∣∣∣∣
j=0

,
∂k−mθjk

τ

∂jk−m

∣∣∣∣∣
j=0


 +


Bm

τ ,
∂k−mθ

(1)

jk

∂jk−m

∣∣∣∣∣
j=0





 = 0. (4.50)

At order 1/τ , we get

k∑
m=0

[ (
(m + 1)Bm+1,

k−m∑

l=0

(Bl, Bk−m−l
1 )

)

+


Bm,

∂k−mθ
(1)−1

jk

∂jk−m

∣∣∣∣∣
j=0




]
= 0. (4.51)

Using the Jacobi identity, the first term is given by

k∑
m=0

k−m∑

l=0

[((
(m + 1)Bm+1, Bk−m−l

)
, Bl

1

)− (
Bl,

(
(m + 1)Bm+1, Bk−m−l

1

))]
. (4.52)
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Changing the sum
∑k

m=0

∑k−m
l=0 to the equivalent sum

∑k
l=0

∑k−l
m=0, the first term of

this equation vanishes on account of (4.42), while the second term, using the definition
(4.47), combines with the second term of (4.51) to give

k∑
m=0

(Bm, Ek−m) = 0, (4.53)

which proves the theorem.
The investigation in this section is a first step in order to analyze the cohomological

restrictions on anomalies and counterterms at higher orders in ~. To see this, we
note that if we put j = (−~/τ), the action S(−~/τ)∞ satisfies the (deformed) master
equation 1/2(S(−~/τ)∞ , S(−~/τ)∞) = 0, while the corresponding effective action is finite
at order ~. Its divergences at order ~2 are poles up to order 2 in τ with residues that
are local functionals. A systematic analysis of the subtraction procedure at higher
orders in ~ will be presented in the context of the extended antifield formalism below.

4.5 Cohomological restrictions through mixed antibracket
map

In the antifield formalism, there is an additional map relating two different types of
cohomologies, the BRST cohomology for local functionals H∗,n(s|d, Ω) and the BRST
cohomology for local functions, H∗(s, Ω0). It is defined in terms of the bracket (·, ·)alt

from local functionals tensor product with local functions to local functions defined
by

(·, ·)alt : Hn(d, Ω)⊗ Ω0 −→ Ω0, (4.54)

(A, b)alt =
∑

k=0

∂µ1 . . . ∂µk

δRa

δφa

∂Lb

∂φ∗a,(µ1...µk)

−
∑

k=0

∂µ1 . . . ∂µk

δRa

δφ∗a

∂Lb

∂φa
,(µ1...µk)

, (4.55)

where A =
∫

dnx a. It is straightforward to verify that this bracket induces a well de-
fined mixed map (·, ·)m in cohomology, i.e., that it maps cocycles to cocycles and that
the resulting cohomology class does not depend on the choice of the representatives:

(·, ·)m : Hg1,n(s|d, Ω)⊗Hg2(s, Ω0) −→ Hg1+g2+1(s, Ω0), (4.56)

([A], [b])m = [(A, b)alt]. (4.57)

By using a local source j(x) instead of a coupling constant j to couple the repre-
sentative d of a class [d] ∈ Hg(s, Ω0), theorems 1 and 2 of section 4.3 become

Theorem 5 The mixed antibracket map of the first order divergences or of the first
order anomalies with any non integrated BRST cohomology class [d] ∈ Hg(s, Ω0)
vanishes:

([Γ(1)−1], [d])m = 0, (4.58)

([A1], [d])m = 0. (4.59)
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4.6 Application 1: Elimination of antifield dependent coun-
terterms in Yang-Mills theories with U(1) factors

In this section, we will discuss the elimination by higher order cohomological restric-
tions, imposed by the mixed antibracket map of the previous subsection, of a type
of antifield dependent counterterms arising in non semi-simple Yang-Mills theories.
These counterterms have been discussed for the first time in [19, 20], were analyzed
from a cohomological point of view in [17, 18] and reconsidered in the concrete context
of the standard model in [85]. These counterterms (also called instabilities because
they are not present in the starting point action) have the following general structure
[17, 18]:

K ′ = f∆
α

∫
dnx jµ

∆Aα
µ + (A∗µ

a Xa
µ∆ + y∗i X

i
∆)Cα,

where f∆
α are constants, Aα

µ abelian gauge fields, jµ
∆ non trivial conserved currents

and δ∆Aa
µ = Xa

µ∆, δ∆yi = X i
∆ the generators of the corresponding symmetries on all

the gauge fields Aa
µ and the matter fields yi. In order to eliminate these instabilities

by cohomological means, we will show that:
It is sufficient that there exists a set of local, non integrated, off-shell gauge in-

variant polynomials OΓ(x) constructed out of the Aa
µ, y

i and their derivatives, that
break the global symmetries δ∆ in the following sense: the variation of OΓ(x) under
the gauged global symmetries δ∆ with gauge parameter given by f∆

α εα should not be
equal on shell to an ordinary gauge transformation (involving the abelian gauge pa-
rameters εα alone) of some local polynomials PΓ(x) constructed out of the Aa

µ, y
i and

their derivatives.
Indeed, using the extended action 5 Sk(x) = S +

∫
dnx kΓ(x)OΓ(x), which satisfies

1/2(Sk(x), Sk(x)) = 0 and the corresponding regularized action principle, it follows
from the equation independent of the sources k(x) that the divergences Γ(1)

div of the
theory without k(x) are, as usual, required to be BRST invariant. The terms linear
in k(x) then imply

(
δΓ

(1)
k(x)div

δkΓ(x)

∣∣∣∣∣∣
k(x)=0

, S) + (OΓ(x), Γ(1)
div) = 0, (4.60)

or, equivalently,

([Γ(1)
div], [OΓ])m = 0. (4.61)

The second term of this equation gives for the antifield dependent counterterms
Γ(1)

div = K ′ above (OΓ(x), K ′) = (Cαf∆
α δ∆)OΓ(x), because we have OΓ(x) can

be chosen to be independent of the antifields. From (4.60), it then follows that
(Cαf∆

α δ∆)OΓ(x) must be given on-shell by a gauge transformation, involving the
abelian ghosts alone, of polynomials PΓ(x). This follows by using the explicit form

5The author thanks P.A. Grassi for suggesting the use of external sources instead of external
couplings in this example.
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of the BRST differential, and after evaluation, putting to zero the antifields, and the
non abelian ghosts. Hence, the counterterms K ′ are excluded a priori whenever it is
possible to construct OΓ(x)’s for which the corresponding PΓ(x) do not exist so that
(4.60) cannot be satisfied.

Remark: In this example, we use external sources and the mixed antibracket
map instead of coupling constants and the standard antibracket map because the
restrictions we get are stronger and the discussion is simplified: we need not worry
about possible integrations by parts (in momentum space, this means that the re-
strictions we get are valid for all values of the external momentum and not only for
zero external momentum).

The condition (4.61) means that besides the arguments of [19, 20, 42, 85], there ex-
ists an elegant cohomological mechanism to eliminate this type of antifield dependent
counterterms.

In the concrete case of the standard model, the global symmetries δ∆ correspond
to lepton and baryon number conservation. There is only one abelian ghost Cα,
the abelian gauge transformation of the matter fields being δabeliany = iYy, where
Y = Y i

jy
j ∂

∂yi is the hypercharge. As an example of OΓ’s we can take any three lin-
early independent operators out of the lepton number non conserving gauge invariant
operators of dimension 5 in the matter fields given in eq.(20) of [86] (they can also
be found in eq. (21.3.54) of [87]) and one baryon number non conserving operator
out of the six dimension 6 gauge invariant operators given in eqs. (1)-(6) in [86, 88].
Because these operators are build out of the undifferentiated matter fields alone, a
sufficient condition for (4.60) to hold is the existence of P ′

Γ(x)’s build out of the
undifferentiated yi such that

fΓnΓOΓ = YP ′
Γ, (4.62)

(with no summation over Γ), where nΓ is the lepton number of the OΓ’s for Γ = 1, 2, 3
and the baryon number for O4. This follows by identifying the term in the abelian
ghost and putting, in addition to the non abelian ghosts and the antifields, the
derivatives of the abelian ghost, the derivatives of the matter fields and all the gauge
fields to zero and using the fact that the equations of motion necessarily involve
derivatives. Because the OΓ’s we have chosen are all of homogeneity 4 in the yi and
Y is of homogeneity 0, we can assume that the homogeneity of the P ′

Γ’s is also 4. By
decomposing the space M4 of monomials of homogeneity 4 in the yi into eigenspaces
of the hermitian operator Y with definite eigenvalues M4 = M0

4 +⊕n6=0M
n
4 , it follows

that (4.62) has no non trivial solutions. Indeed, decomposing P ′
Γ = P 0′

Γ +
∑

n 6=0 P n′
Γ ,

(4.62) reads fΓnΓOΓ =
∑

n 6=0 nP n′
Γ . Applying Y k times and using the fact that gauge

invariance of OΓ implies YOΓ = 0, we get
∑

n 6=0 nkP n′
Γ = 0. We then can conclude

that P n′
Γ = 0 for n 6= 0, which implies fΓ = 0.

As usual, this one loop reasoning can be extended recursively to higher orders, or
alternatively, it can be discussed independently of the assumption that there exists
an invariant regularization scheme in the context of algebraic renormalization.
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5 Extended antifield formalism. Classical theory

5.1 Coupling constants

The solution S of the classical master equation usually depends on some coupling
constants. Differentiating (3.4) with respect to such a coupling constant g, implies

that (S, ∂RS
∂g

) = 0, so that [∂RS
∂g

] ∈ H0(s). Note that the presence of coupling con-
stants implies that the cohomology of s has to be computed in the space of local
functionals depending on the coupling constants. We will not specify more precisely
the functional dependence on these couplings, although in the applications below, we
have in mind mostly a polynomial or a formal power series dependence.

Let us adapt the considerations in [89] (see also [90] chapter 7.7) to the present
context.

Definition 1 A set of coupling constants gi is essential iff the relation ∂RS
∂gi λi = (S, Ξ)

implies λi = 0, where λi may depend on all the couplings of the theory.

In other words, essential couplings correspond to independent elements [∂RS
∂gi ] of H0(s)

computed in the space of local functionals over the ring of functions in the couplings.
(In this context, one does not want to consider as independent cohomology classes
local functionals that differ only by a factor depending on the couplings alone.) It
follows that essential couplings stay essential after anticanonical field-antifield redef-
initions, because these redefinitions do not affect the cohomology.

In the following, we suppose that S depends only on essential couplings. Note
that because of equation (3.6), the couplings introduced through the gauge fixing
alone are all redundant.

5.2 Application of the main theorem

Let us now apply and recall the results of sections 2.2 and 2.3 in the present case.

5.2.1 Anti constant ghosts and acyclic differentials

Let {[SA]} be a basis of H∗(s,F) over the ring of functions in the essential coupling
constants of the theory, so that the equation (S, A) = 0 implies A = SAλA + (S, B),
where λA is independent of the fields and anti-fields, but can depend on the coupling
constants of the theory, with SAλA + (S, B) = 0 iff λA = 0. For each SA of the above
basis, we introduce a constant “ghost” ξA and a constant “antifield” ξ∗A such that
gh ξA = −gh SA, gh ξ∗A = −gh ξA − 1. We consider the space E of functionals A of
the form

A = A[φ, φ∗, ξ] + ξ∗AλA(ξ), (5.1)

i.e., A contains a local functional A which admits in addition to the dependence on
the coupling constants, a dependence on the constant ghosts ξA, and a non integrated
piece linear in the constant antifields ξ∗A depending only on the constant ghosts (and
the coupling constants).
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The differential δ̃ is defined by δ̃A = (S, A), δ̃ξ∗A = SA, and δ̃ξA = 0.

Corollary 1 The cohomology of δ̃ is trivial, H(δ̃, E) = 0.

We define the resolution degree to be the degree in the ghosts ξA, which implies that
δ̃ is of degree 0.

The extended antibracket is defined by

(·, ·̃) = (·, ·) + (·, ·)ξ

= (·, ·) +
∂R

∂ξA

∂L

∂ξ∗A
− ∂R

∂ξ∗A

∂L

∂ξA
(5.2)

and satisfies the same graded antisymmetry and graded Jacobi identity as the usual
antibracket. The extended antibracket has two pieces, the old piece (·, ·), which is of
degree 0, and the new piece (·, ·)ξ, which is of degree −1.

Corollary 2 There exists a solution S̃ ∈ E of ghost number 0 to the master equation

1

2
(S̃, S̃ )̃ = 0. (5.3)

with initial condition S̃ = S + SAξA + . . ., where the dots denote terms of resolution
degree higher or equal to 2. The cohomology of the differential s̃ = (S̃, ·̃) in E is
trivial.

The solution S̃ is of the form

S̃ = S +
∑

k=1

SA1...Ak
ξA1 . . . ξAk +

∑
m=2

ξ∗BfB
A1...Am

ξA1 . . . ξAm , (5.4)

which implies the graded symmetry of the generalized structure constants fB
A1...Am

and the functionals SA1...Ak
. The ξ∗A independent part of the master equation (5.3)

gives, at resolution degree r ≥ 1, the relations

(S, SA1...Ar) +
r−1∑

k=1

1

2
(S(A1...Ak

, SAk+1...Ar))(−)(A1+...+Ak)(Ak+1...Ar+1)

+
r−1∑

k=1

kS(A1...Ak−1|B|f
B
Ak...Ar) = 0, (5.5)

where ( ) denotes graded symmetrization. The first relations read explicitly

(S, SA1) = 0, (5.6)

(S, SA1A2) +
1

2
(SA1 , SA2)(−)A1(A2+1) + SBfB

A1A2
= 0, (5.7)

(S, SA1A2A3) + (S(A1 , SA2A3))(−)A1(A2+A3+1)

+SBfB
A1A2A3

+ 2S(A1|B|f
B
A2A3) = 0, (5.8)

....
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The ξ∗A dependent part of the master equation (5.3) gives, for r ≥ 3, the generalized
Jacobi identities

r−1∑
m=2

mfC
(A1...Am−1|B|f

B
Am...Ar) = 0, (5.9)

the first identities being

2fC
(A1|B|f

B
A2A3) = 0, (5.10)

2fC
(A1|B|f

B
A2A3A4) + 3fC

(A1A2|B|f
B
A3A4) = 0, (5.11)

....

5.2.2 Ambiguity of the construction

The above solution S̃ is not unique. For a given initial condition, there is at each
stage of the construction of S̃, for k ≥ 2, the liberty to add the exact term δ̃Kk

to S̃k. While this liberty will not affect the structure constants of order k, since
a δ̃ exact term does not involve a ξ∗ dependent term, it will in general affect the
structure constants of order strictly higher than k. Furthermore, there is a freedom
in the choice of the initial condition: instead of S1 = SAξA, one could have chosen
S ′1 = σB

ASBξA + (S, KA)ξA with an invertible matrix σB
A . If we consider the following

anticanonical redefinitions:

z′ = exp(·, KAξA)z, (5.12)

ξ′B = σB
AξA, ξ′∗B = σ−1A

Bξ∗A, (5.13)

we have that S + S ′1 = S(z′) + SB(z′)ξ′B + O(ξ2). We can then consider the solution
S̃ ′ in terms of the new variables. This is equivalent to taking as initial condition
S(z′) + SB(z′)ξ′B and making the same choices for the terms of degree higher than
2 in the new variables than we did before in the old variables. It is thus always
possible to make the choices in the construction of S̃ for k ≥ 2 in such a way that
the structure constants fB

A1...Am
do not depend on the choice of representatives for

the cohomology classes and transform tensorially with respect to a change of basis in
H∗(s,F). Hence, we have shown

Corollary 3 Associated to a solution S̃ of the master equation (5.3), there exist
multi-linear, graded symmetric maps in cohomology, defined through the structure
constants fB

A1...Ar
:

lr : ∧rH∗(s) −→ H∗(s) (5.14)

lr([SA1 ], . . . , [SAr ]) = [SB]fB
A1...Ar

(5.15)

5.2.3 Essential couplings and constant ghosts

In the construction so far, there has been a kind of redundancy because we have
coupled to the solution of the master equation with new independent couplings all
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local BRST cohomological classes, although the classes [∂RS
∂gi ] in ghost number 0 are

already coupled through the essentials couplings gi.
Since the [∂RS

∂gi ] are linearly independent, one can construct a basis [SA] of H∗(s)

such that the [∂RS
∂gi ] are the first elements. Let us denote the remaining elements by

[Sα], so that {[SA]} = {[∂RS
∂gi ], [Sα]}. The construction of the generating functional S̃

then starts with S(gi) + ∂RS
∂gi ξi + Sαξα.

Consider the action S̄ = S(gi + ξi). A basis of the cohomology of S̄ is given by

{[∂RS̄
∂gi ], [S̄α]}, with associated differential ¯̃δ = (S̄, ·)+ ∂RS̄

∂ξi
∂L

∂ξ∗i
+ S̄α

∂L

∂ξ∗α
, which is acyclic

in the space where the only dependence on ξi is through the combination gi + ξi. If
we take as starting point the action S̄ + S̄αξα and start the perturbative construction
of the solution of the master equation, with resolution degree the degree in the ghost
ξα alone, the ghosts ξi only appear through the combination gi + ξi, because of the

properties of ¯̃δ. The solution ¯̃S will then be of the form

¯̃S = S̄ +
∑

k=1

S̄α1...αk
ξα1 . . . ξαk +

∑
m=2

(ξ∗β f̄β
α1...αm

+ ξ∗i f̄
i
α1...αm

)ξα1 . . . ξαm , (5.16)

where the S̄α1...αk
, f̄ i

α1...αm
, f̄ i

α1...αm
depend on the combination gi + ξi.

Now, the solution ¯̃S satisfies the initial condition ¯̃S1
= S(g)+ ∂RS

∂gi ξi +Sαξα in the

old resolution degree and the master equation (5.3). We can then derive the higher
order maps lr from the solution (5.16) and get

lr([
∂RS

∂gi1
], . . . , [

∂RS

∂gin
], [Sαn+1 ], . . . , [Sαr ])

=
1

n!
[Sβ]

∂Rn
f̄β

αn+1...αr

∂gin . . . ∂gi1
(g) +

1

n!
[
∂RS

∂gj
]
∂Rn

f̄ j
αn+1...αr

∂gin . . . ∂gi1
(g). (5.17)

In the following, we will make the redefinition gi + ξi −→ ξi, and identify the
essential couplings with some of the constant ghosts. Alternatively, the remaining
constant ghosts can be considered as generalized essential coupling constants since
they couple the remaining BRST cohomology classes, which play the role of general-
ized observables in this formalism.

5.2.4 Decomposition of s̃

The space E admits the direct sum decomposition E = F ⊕ G, where F = E|ξ∗=0

is the space of functionals in the field and antifields with ξ dependence, but no ξ∗

dependence, while G is the space of power series in ξ with a linear ξ∗ dependence.
The differential s̃ in E induces two well-defined differentials, s̄ in F and sQ in G

given explicitly by

s̄ = (S(ξ), ·) + (−)DfD ∂L

∂ξD
(5.18)
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and

s∆∗ = (∆∗, ·)ξ, ∆∗ = ξ∗CfC(ξ). (5.19)

Indeed, forA = A(ξ)+ξ∗DλD(ξ), the master equation (5.3) implies (S̃, (S̃,A)̃)̃ = 0 and

hence (S̃, s̄A(ξ)+sQξ∗DλD(ξ))̃ = 0 and then (s̄)2A(ξ)+(s∆∗)
2ξ∗DλD(ξ) = 0, which splits

into two equations because the decomposition of E is direct. If S̃ = S(ξ) + ξ∗CfC(ξ),
A = A(ξ) + ξ∗CλC(ξ) and B = B(ξ) + ξ∗CµC(ξ). The extended master equation (5.3)
can be written compactly as

1

2
(S(ξ), S(ξ)) +

∂RS(ξ)

∂ξC
fC = 0, (5.20)

1

2
(ξ∗CfC(ξ), ξ∗DfD(ξ))ξ = 0, (5.21)

so that (5.20) summarizes (5.5) and (5.21), which is equal to 1
2
(∆∗, ∆∗)ξ = 0, or

explicitly ∂RfD(ξ)
∂ξC fC(ξ) = 0, summarizes the generalized Jacobi identities (5.9).

Corollary 4 The cohomology groups H(s̄, F ) and H(s∆∗ , G) are isomorphic.

More precisely,

s̄A(ξ) = 0 ⇐⇒
{

A(ξ) = s̄B(ξ) + ∂RS(ξ)
∂ξC µC(ξ),

(ξ∗CfC(ξ), ξ∗DµD(ξ))ξ = 0,
(5.22)

and
{

s̄B(ξ) + ∂RS(ξ)
∂ξC µC(ξ) = 0,

(∆∗, ξ∗BµB(ξ))ξ = 0,
⇐⇒

{
B(ξ) = s̄C(ξ) + ∂RS(ξ)

∂ξC νC(ξ),

ξ∗DµD(ξ) = (∆∗, ξ∗EνE(ξ))ξ,
(5.23)

so that

m : H(s∆∗ , G) −→ H(s̄, F ),

m([ξ∗DµD(ξ)]) = [
∂RS(ξ)

∂ξC
µC(ξ)] (5.24)

is one-to-one and onto.

5.2.5 Discussion

(i) In order to compare the starting point cohomology H∗(s,F) with the coho-
mology H∗(s̄, F ), we can put the additional couplings ξα to zero in (5.22). The
cocycle condition then reduces to the standard cocycle condition of the non ex-
tended formalism, sAξα=0 = 0. The same operation in the general solution gives

Aξα=0 = sBξα=0 + ∂RS
∂ξi µi

ξα=0 + Sαµα
ξα=0. Contrary to the ordinary s cohomology,

the coefficients µA
ξα=0 are not free however, but they come from µA’s which are con-

strained to satisfy the cocycle condition in (5.22). In particular, at order 1 in the new

42



couplings ξα, (5.22) implies that µα
ξα=0 is in the kernel of the map l2, fA

βαµα
ξα=0 = 0.

We thus see that the cohomology has become “smaller” through the introduction
of the additional couplings because the extended differential encodes higher order
cohomological restrictions.

(ii) At first sight, it might seem a little strange to introduce new couplings in order
to get information on the renormalization of the theory without these couplings: that
it is convenient and extremely useful to do so was already realized in the first papers
[8, 9, 10, 11] on the subject: the additional (space-time dependent) couplings in these
papers are just the sources of the BRS transformations, and can of course be set
to zero after renormalization, if one is only interested in the renormalization of the
effective action itself.

(iii) The result (5.22) implies also that the s̄ cohomology is contained completely

in the solution S(ξ) and can be obtained from it by applying ∂R·
∂ξA λA(ξ), where the

coefficients λA(ξ) are constrained to be s∆∗ cocycles.

5.2.6 “Quantum” Batalin-Vilkovisky formalism on the classical level

If we define

∆L
c = (−)DfD(ξ)

∂L

∂ξD
, ∆c =

∂R

∂ξD
fD(ξ) (5.25)

on F , the following properties of the quantum Batalin-Vilkovisky formalism hold in
F : the operator ∆L

c is nilpotent,

∆L
c

2
= 0, (5.26)

(as a consequence of (5.21) or (5.9).) Furthermore,

∆L
c (A(ξ), B(ξ)) = (∆L

c A(ξ), B(ξ)) + (−)|A|+1(A(ξ), ∆L
c B(ξ)). (5.27)

Similar properties also hold for the right derivation ∆c.
To the standard solution of the master equation S in F corresponds in F the

solution S(ξ) of the extended master equation

1

2
(S(ξ), S(ξ)) + ∆cS(ξ) = 0, (5.28)

(which is just rewriting (5.20) using the definition of ∆c). Because

s̄ = (S(ξ), ·) + ∆L
c , (5.29)

the s̄ cohomology corresponds to the quantum BRST cohomology σ discussed for
instance in [91, 26]. Corollary 4 shows how to compute the “quantum” BRST coho-
mology out of the standard BRST cohomology and the higher order maps encoded
in s∆∗ .

In this analogy, putting ξ = 0 corresponds to the classical limit ~ −→ 0 of the
quantum Batalin-Vilkovisky formalism.
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Note however that (i) the space F is not directly an algebra, because the product
of two local functionals is not well defined, contrary to the formal discussion of the
quantum Batalin-Vilkovisky formalism, where one assumes the space to be an algebra,
(ii) the above “quantum” Batalin-Vilkovisky formalism is purely classical and depends
only on the BRST cohomology and the higher order maps of the theory.

5.3 Deformations and stability

We consider now one parameter deformations of the extended master equation (5.28),
i.e., in the space F [t] of power series in t with coefficients that belong to F , we want
to construct St(ξ) = S(ξ) + tS1(ξ) + t2S2(ξ) + . . . such that

1

2
(St(ξ), St(ξ)) + ∆cSt(ξ) = 0. (5.30)

A deformation St(ξ) = S(ξ) + tS1(ξ) to first order in t, i.e., such that
1
2
(St(ξ), St(ξ)) + ∆cSt(ξ) = O(t2) is called an infinitesimal deformation. The term

linear in t of an infinitesimal deformation, S1(ξ), is a cocycle of the extended BRST
differential s̄. If S1(ξ) is a s̄ coboundary, we call the infinitesimal deformation trivial,
while the parts of S1(ξ) corresponding to the s̄ cohomology are non trivial.

Theorem 6 Every infinitesimal deformation of the solution S to the extended master
equation can be extended to a complete deformation St. This extension is obtained by
(i) performing a t dependent anticanonical field-antifield redefinition z → z′, by (ii)
performing a t dependent coupling constant redefinition ξ → ξ′, which does not affect
∆c, and (iii) by adding to S(z′, ξ′) a suitable extension determined by both coupling
constant and the field-antifield redefinition and vanishing whenever the latter does.

Furthermore, the deformed solution considered as a function of the new variables
St(z(z′, ξ′), ξ(ξ′)) satisfies the extended master equation in terms of the new variables
and the cohomology H(s̄′, F ′) of the differential s̄′ = (St, ·)z′ + ∆L

c
′
in the space F ′ of

functionals depending on z′, ξ′ is isomorphic to the cohomology H(s̄, F ).

Proof. Equation (5.22) implies that S1(ξ) = s̄B + ∂RS(ξ)
∂ξC µC(ξ) with

(ξ∗DfD(ξ), ξ∗CµC(ξ))ξ = 0. In other words, S1(ξ) = (S̃, B(ξ) + ξ∗CµC(ξ))̃. In the
extended space E , with zα = (φa, φ∗a), consider the anticanonical transformation

z′α = exp t(·, B(ξ) + ξ∗CµC(ξ))̃ zα

= zα + t(zα, B(ξ)) + O(t2), (5.31)

ξ′A = exp t(·, B(ξ) + ξ∗CµC(ξ))̃ ξA = exp t(·, ξ∗CµC(ξ))ξ ξA

= ξA + tµA(ξ) + O(t2), (5.32)

ξ′A
∗

= exp t(·, B(ξ) + ξ∗CµC(ξ))̃ ξ∗A

= ξ∗A − t
∂L

∂ξA
(B(ξ) + ξ∗CµC(ξ)) + O(t2). (5.33)
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Note that z′ = z′(z, ξ), ξ′ = ξ′(ξ) and ξ∗A
′ = ξ∗A

′(z, ξ, ξ∗) = gA(z, ξ) + ξ∗BgB
A (ξ), for a

function gA(z, ξ) = −t∂LB
∂ξA +O(t2) determined by (5.33) through both B and µ and a

function gB
A (ξ) = δB

A − t(−)A(B+1) ∂LµB

∂ξA +O(t2) determined by (5.33) through µ alone.

The master equation (5.3) holds in any variables, and thus also in terms of the
primed variables. If we denote functions in terms of the new variables by a prime,
we get 1

2
(S̃ ′, S̃ ′)̃z′,ξ′ = 0. Because the transformation is anticanonical, we also have

1

2
(S̃ ′, S̃ ′)̃z,ξ = 0. (5.34)

Since

S̃ ′ = S ′ + gAf ′A + ξ∗BgB
Af ′A, (5.35)

equation (5.34) splits into

1

2
(S ′ + gAf ′A, S ′ + gAf ′A)z +

∂R

∂ξD
(S ′ + gAf ′A)gD

E f ′E = 0, (5.36)

1

2
(ξ∗BgB

Af ′A, ξ∗DgD
C f ′C)ξ = 0. (5.37)

We have

d(S ′ + gAf ′A)

dt
|t=0 = (S(ξ), B(ξ)) + ∆L

c B +
∂RS(ξ)

∂ξD
µD = S1(ξ), (5.38)

and, because ξ∗EµE(ξ) is a s∆∗ cocycle, the relation

gD
C f ′C = fD. (5.39)

Indeed, if we consider the above canonical transformation with B = 0, i.e.,
exp t(·, ξ∗µ)ξ) alone, ξ∗CgC

DfD(ξ′) = ξ∗′DfD(ξ′) = exp t(·, ξ∗µ)ξξ
∗
EfE = ξ∗EfE, because

(ξ∗EfE, ξ∗GµG)ξ = 0. This shows the first part of the theorem, with St = S ′ + gAf ′A.
In order to prove the second part, we first note that

∆L
c

′
= (−)DfD(ξ′)

∂L

∂ξ′D
= (−)DfD(ξ′)

∂LξC

∂ξ′D
∂L

∂ξC
= ∆L

c (5.40)

because

gC
D =

∂LξC

∂ξ′D
. (5.41)

Indeed, we have δA
B = (ξ′A, ξ∗B

′)̃z′,ξ′ = (ξ′A, ξ∗B
′)ξ = ∂Lξ′A

∂ξC gC
B . Together with (5.36), this

implies

1

2
(S ′ + gAf ′A, S ′ + gAf ′A)z′ + ∆′

c(S
′ + gAf ′A) = 0. (5.42)
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We then start from the relations

(S̃ ′,A′)̃z′,ξ′ = 0 ⇐⇒ A′ = (S̃ ′,B′)̃z′,ξ′ , (5.43)

where A′ = A′ + ξ∗′Aλ′A and B′ = B′ + ξ∗′Aρ′A. These relations hold with the bracket
taken in the old variables, because the transformation is anticanonical. Writing the
resulting relations explicitly, using (5.39), we get that the set of relations





(S ′ + gAf ′A, A′ + gBλ′B) + ∂R

∂ξC (S ′ + gAf ′A)gC
Dλ′D

+(−)AfA ∂L

∂ξA (A′ + gBλ′B) = 0,

ξ∗A
∂RgA

Bf ′B

∂ξC gC
Dλ′D + (−)DgD

C f ′C ∂L

∂ξD (ξ∗AgA
Bλ′B) = 0,

(5.44)

is equivalent to the set





A′ + gBλ′B = (S ′ + gAf ′A, B′ + gCρ′C) + ∂R

∂ξC (S ′ + gAf ′A)gC
Dρ′C

+(−)AfA ∂L

∂ξA (B′ + gCρ′C),

ξ∗AgA
Bλ′B = ξ∗A

∂RgA
Bf ′B

∂ξC gC
Dρ′D + (−)DgD

C f ′C ∂L

∂ξD (ξ∗AgA
Bρ′B).

(5.45)

Using (5.41), the last equations in (5.44) and (5.45) are just the s∆∗ cocycle and
coboundary conditions, expressed in terms of the ξ∗′, ξ′ variables. Following the same
reasoning as in the proof of theorem 4, we get,

(S ′ + gAf ′A, A′) + ∆L
c A′ = 0

⇐⇒ A′ = (S ′ + gAf ′A, B′ + gCρ′C)

+∆L
c (B′ + gCρ′C) +

∂R

∂ξ′C
(S ′ + gAf ′A)ρ′C , (5.46)

(ξ∗′Af ′A, ξ∗′Bρ′B)ξ′ = 0, (5.47)

where ∂R

∂ξ′C (S ′ + gAf ′A)ρ′C is (S ′ + gAf ′A, ·) + ∆L
c exact iff

ξ∗′Bρ′B = (ξ∗′Af ′A, ξ∗′Cν ′C)ξ′ . Since (S ′ + gAf ′A, ·) + ∆L
c = (S ′ + gAf ′A, ·)z′ + ∆L

c
′
= s̄′,

we get that H(s̄′, F ′) is determined by ∂R

∂ξ′C (S ′+ gAf ′A)ρ′C corresponding to the class
∂RS
∂ξC ρC of H(s̄, F ).

Remark: Note that one can prove in the same way that the relations 1
2
(A,A) +

∆cA = C and (A,D) + ∆L
c D = E become, after the change of variables, 1

2
(A′ +

gAf ′A, A′+gAf ′A)+∆c(A
′+gAf ′A) = C ′, respectively (A′+gAf ′A, D′)+∆L

c D′ = E ′.
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6 Extended antifield formalism. Quantum theory

We show how the renormalization can be performed while respecting the symmetry,
encoded in the extended master equation for the starting point action : the corre-
sponding renormalized effective action satisfies a suitably deformed master equation.
In other words, the Zinn-Justin equation can be written to all orders as a functional
differential equation without breakings.

In a first part, we consider a regularization and discuss the absorption of diver-
gences by field-antifield and coupling constant redefinitions. In a second part, we
derive the same results by applying the methods of algebraic renormalization, rely-
ing on the use of the renormalized quantum action principles, in the context of the
extended antifield formalism.

6.1 Regularization and absorption of divergences

We make the same assumptions on the regularization as in 4.1 and apply it to the
extended master equation (5.28) and its solution S(ξ). In the following, we will always
understand the ξ dependence without explicitly indicating it. Local functionals are
understood to belong to F .

Let θτ = 1
2τ

(Sτ , Sτ ) + 1
τ
∆cSτ . Note that θτ is of order τ 0 because S0 satisfies

the extended master equation. θτ characterizes the breaking of the extended master
equation due to the regularization. In order to control this breaking during renor-
malization, it is useful to couple it with a global source ρ∗ in ghost number −1 and
consider Sρ∗ = Sτ +θτρ

∗. On the classical, regularized level, we have, using (ρ∗)2 = 0,
and the properties (5.26) and (5.27) of ∆c,

1

2
(Sρ∗ , Sρ∗) + ∆cSρ∗ = τ

∂RSρ∗

∂ρ∗
, (6.1)

Applying the quantum action principle, we get, for the regularized generating func-
tional for 1PI irreducible vertex functions Γρ∗ associated to Sρ∗ ,

1

2
(Γρ∗ , Γρ∗) + ∆cΓρ∗ = τ

∂RΓρ∗

∂ρ∗
, (6.2)

which splits, using (ρ∗)2 = 0, into

1

2
(Γ, Γ) + ∆cΓ = τ

∂RΓρ∗

∂ρ∗
, (6.3)

(Γ,
∂RΓρ∗

∂ρ∗
) + ∆L

c

∂RΓρ∗

∂ρ∗
= 0. (6.4)

6.1.1 Invariant regularization

Before proceeding with the general analysis, let us briefly discuss the case when the
regularization respect the symmetries under consideration. In this case, θτ vanishes
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and we have

1

2
(Sτ , Sτ ) + ∆cSτ = 0. (6.5)

For the regularized generating functional, we get

1

2
(Γ, Γ) + ∆cΓ = 0, (6.6)

where by assumption, Γ = Sτ + ~
∑

n=−1 τnΓ(1)n + O(~2). To order ~/τ , (6.6) gives

s̄Γ(1)−1 = 0 ⇐⇒ Γ(1)−1 = s̄Ξ1 +
∂RS0

∂ξA
µA

1 , (6.7)

where s̄ = (S0, ·) + ∆L
c and s∆∗ ξ∗AµA

1 = 0.
We then make the following change of fields, antifields and coupling constants:

z1 = exp−~
τ
(·, Ξ1 + ξ∗µ1)̃z, (6.8)

ξ1 = exp−~
τ
(·, ξ∗µ1)ξξ. (6.9)

If we denote by a superscript 1 functions depending on these new variables, we have,
according to the remark after theorem 6, that the action SR1 = S1

τ + g1Af 1A
, with

g1A is determined through the generators Ξ1 and µC
1 of the first redefinition, satisfies

the extended master equation (5.28),

1

2
(SR1 , SR1) + ∆cSR1 = 0. (6.10)

It allows to absorb the one loop divergences, since SR1 = Sτ − ~/τΓ(1)−1 + ~O(τ 0) +
O(~2). We thus have for the corresponding regularized generating functional ΓR1 =

Sτ + ~
∑

n=0 τnΓ
(1)n
R1

+ ~2
∑

n=−2 τnΓ
(2)n
R1

+ O(~2),

1

2
(ΓR1 , ΓR1) + ∆cΓR1 = 0. (6.11)

At order ~2/τ 2 , we get

s̄Γ
(2)−2
R1

= 0 ⇐⇒ Γ(2)−2 = s̄Ξ2,−2 +
∂RS0

∂ξA
µA

2,−2, (6.12)

with s∆∗ ξ∗AµA
2,−2 = 0. The appropriate change of variables is

z2,−2 = exp−~
2

τ 2
(·, Ξ2,−2 + ξ∗µ2,−2)̃z, (6.13)

ξ2,−2 = exp−~
2

τ 2
(·, ξ∗µ2,−2)ξξ. (6.14)
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The regularized action SR2,−2 = S2,−2
R1

+ g2,−2Af 2,−2A
satisfies the extended master

equation and allows to absorb the poles of order ~2/τ 2:

1

2
(SR2,−2 , SR2,−2) + ∆cSR2,−2 = 0, (6.15)

and ΓR2,−2 = Sτ + ~
∑

n=0 Γ
(1)n
R2,−2

+ ~2
∑

n=−1 τnΓ
(2)n
R2,−2

+ O(~3).

In the same way, one can then proceed to absorb the poles of order ~2/τ to get
a regularized action SR2,−1 and an associated two loop finite effective action ΓR2,−1 ,
with both actions satisfying the extended master equation.

Going on recursively to higher orders in ~, we can achieve, through a succession
of redefinitions, the absorptions of the infinities to arbitrary high order in the loop
expansion, while preserving the extended master equation for the redefined action
and the corresponding generating functional,

1

2
(SR∞ , SR∞) + ∆cSR∞ = 0, (6.16)

with ΓR∞ finite and satisfying

1

2
(ΓR∞ , ΓR∞) + ∆cΓR∞ = 0. (6.17)

We have thus shown:

Theorem 7 In theories admitting an invariant regularization scheme, the diver-
gences can be absorbed by successive redefinitions in such a way that both the sub-
tracted and the effective action satisfy the extended master equation.

6.1.2 Structural constraints and cohomology of s̄

Structural constraints have been introduced in [42] to give in particular cases a suf-
ficient, but not a necessary condition for renormalizability in the modern sense. An
example of a structural constraint is the requirement that in every BRST cohomolog-
ical class in ghost number 0, there exists a representative that is independent of the
antifields. In the cases of semi-simple Yang-Mills theories or gravity for instance, this
constraint is fulfilled. It guarantees that one can couple these representatives to the
action in such a way that the extended action satisfies the same, unmodified master
equation. In non anomalous theories, the infinities can then be absorbed by succes-
sive coupling constant and field-antifield redefinitions in such a way that the standard
master equation holds, both for the subtracted action and the effective action.

What has been shown in the previous section is that structural constraints are
not necessary conditions for renormalizability in the modern sense. If one uses the
extended antifield formalism, renormalizability in the modern sense can be proved
independently of any structural constraint. This is because the extended antifield
formalism is stable by construction, due to the fact that the cohomology of the
operator s̄ incorporates higher order cohomological restrictions.
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In the case where the regularization respects the extended master equation, the
extended master equation for the effective action implies the following stability of the
quantum theory: while the expression of the generalized observables of the theory
are affected by quantum corrections, their antibracket algebra stays the same than
in the classical theory. In particular, the usual algebra of the generators of the global
symmetries (whether linear or not) is the same in the classical and the quantum
theory6. This is because the antibracket algebra of the BRST cohomology classes
in negative ghost numbers just reflects the ordinary algebra of the symmetries they
represent.

6.1.3 One loop divergences and anomalies

Let us now go back to the general case where the regularization scheme is not invariant
and θτ does not vanish.

At one loop, we get from (6.3) and (6.4)

(Sτ , Γ
(1)) + ∆L

c Γ(1) = τθ(1), (6.18)

(Sτ , θ
(1)) + (Γ(1), θτ ) + ∆L

c θ(1) = 0, (6.19)

where Γ(1) and θ(1) are respectively the one loop contributions of Γ and
∂RΓρ∗

∂ρ∗ . By

assumption, we have both Γ(1) =
∑

n=−1 τnΓ(1)n and θ(1) =
∑

n=−1 τnθ(1)n, where

Γ(1)−1, θ(1)−1 are local functionals.
At 1

τ
, equation (6.18) gives

s̄Γ(1)−1 = 0, (6.20)

Using this equation together with θ0 = s̄S1, equation (6.19) implies

s̄(θ(1)−1 − (Γ(1)−1, S1)) = 0. (6.21)

Equation (6.18) also gives at order τ 0

s̄Γ(1)0 = θ(1)−1 − (Γ(1)−1, S1), (6.22)

which allows us to identify the combination A1 = θ(1)−1− (Γ(1)−1, S1) as the one loop
anomaly and explicitly shows its locality. We have thus shown in the case of a non
invariant regularization scheme:

Theorem 8 The one loop divergences Γ(1)−1 and the one loop anomalies A1 are s̄
cocycles in ghost number 0 and 1 respectively.

6The author is grateful to F. Brandt for pointing this out.
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6.1.4 One loop renormalization

According to (5.22), we have

Γ(1)−1 = s̄Ξ1 +
∂RS0

∂ξD
µD

1 (6.23)

and

A1 = s̄Σ1 +
∂RS0

∂ξE
σE

1 , (6.24)

with s∆∗ ξ∗AµA
1 = 0 = s∆∗ξ

∗
BσB

1 . The appropriate change of variables is now

z1 = exp−~
τ
(·, Ξ1 + ξ∗µ1)̃z, (6.25)

ξ1 = exp−~
τ
(·, ξ∗µ1)̃ξ. (6.26)

The renormalized one loop action is

SR1 = S1
τ + g1Af 1A − ~Σ̃1

1 = Sτ − ~
τ
Γ(1)−1 + ~O(τ 0) + O(~2), (6.27)

where Σ̃1 remains to be determined. Using the remark after theorem 6, we get

θR1 ≡
1

2τ
(SR1 , SR1) +

1

τ
∆cSR1 = θ1

τ −
~
τ
(s̄Σ̃1)

1 + O(~2)

= θτ − ~
τ
s̄[Σ̃1 + (S1, Ξ1) +

∂RS1

∂ξA
µA

1 ]− ~
τ
(Γ(1)−1, S1) + ~O(τ 0) + O(~2). (6.28)

Finally, we consider ξ1
ρ∗ = exp−~

τ
(·, ξ∗σ1ρ

∗)ξ = ξ − ~
τ
σ1ρ

∗ and substitute ξ by ξ1
ρ∗ :

Sρ∗
R1

(z, ξ, ρ∗) ≡ SR1(z, ξ
1
ρ∗(ξ, ρ

∗))

= SR1(z, ξ)−
~
τ

∂RSR1

∂ξA
σA

1 ρ∗ (6.29)

= SR1(z, ξ)−
~
τ

∂RS0

∂ξA
σA

1 ρ∗ + ~O(τ 0) + O(~2). (6.30)

We also have that

θρ∗
R1

(z, ξ, ρ∗) ≡ θR1(z, ξ
1
ρ∗(ξ, ρ

∗))

= θR1(z, ξ)−
~
τ

∂RθR1

∂ξA
σA

1 ρ∗ (6.31)

=
1

2τ
(Sρ∗

R1
, Sρ∗

R1
) +

1

τ
∆cS

ρ∗
R1

. (6.32)

Equations (6.28) and (6.30) imply that the action

SR1ρ∗ = Sρ∗
R1

+ θρ∗
R1

ρ∗, (6.33)
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with Σ̃1 = Σ1− (S1, Ξ1)− ∂RS1

∂ξA µA
1 , yields a one loop finite effective action both in the

ρ∗ independent and the ρ∗ linear part, because the terms linear in ρ∗ of order ~/τ
add up precisely to −θ(1)−1. The one loop renormalized and regularized action SR1ρ∗

satisfies

1

2
(SR1ρ∗ , SR1ρ∗) + ∆cSR1ρ∗ = τθρ∗

R1

= τ
∂RSR1ρ∗

∂ρ∗
+

∂RSR1ρ∗

∂ξB
~σB

1 −
1

τ

∂RSR1ρ∗

∂ξB

∂R~σB
1

∂ξA
~σA

1 ρ∗, (6.34)

the first equality following from (6.32), and the last equality from the expansions
(6.29), (6.31), together with the identity

(−)B(A+1) ∂R

∂ξB
(
∂RSR1

∂ξA
)σA

1 σB
1 = 0. (6.35)

Let us now define ∆1 = ∆c−~ ∂R·
∂ξA σA

1 , with ∂R·
∂ξB [∆1, ∆1]B = O(~2). We can then write

1

2
(SR1ρ∗ , SR1ρ∗) + ∆1SR1ρ∗ = τ

∂RSR1ρ∗

∂ρ∗
− 1

τ

∂RSR1ρ∗

∂ξB
[∆1, ∆1]Bρ∗, (6.36)

According to the regularized quantum action principle,

1

2
(ΓR1ρ∗ , ΓR1ρ∗) + ∆1ΓR1ρ∗ = τ

∂RΓR1ρ∗

∂ρ∗
− 1

τ

∂RΓR1ρ∗

∂ξB
[∆1, ∆1]Bρ∗. (6.37)

The ρ∗ independent part at one loop and lowest order, τ 0, in τ gives

s̄ΓR1

(1)0 =
∂RS0

∂ξB
σB

1 , (6.38)

and shows that only the non trivial part of the anomaly remains.

6.1.5 Two loops

Equations for the two loop poles The one loop renormalized action admits the
expansion

ΓR1ρ∗ = Sρ∗ + ~Σn=0τ
nΓR1

(1)n
ρ∗ + ~2Σn=−2τ

nΓR1

(2)n
ρ∗ + O(~3). (6.39)

At order ~2, (6.37) gives

(Sρ∗ , ΓR1

(2)
ρ∗ ) +

1

2
(ΓR1

(1)
ρ∗ , ΓR1

(1)
ρ∗ ) + ∆cΓR1

(2)
ρ∗

= τ
∂RΓR1

(2)
ρ∗

∂ρ∗
+

∂RΓR1

(1)
ρ∗

∂ξB
σB

1 −
1

τ

∂RS0

∂ξB

∂RσB
1

∂ξA
σA

1 ρ∗. (6.40)
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Let ΓR1ρ∗ = ΓR1 +
∂RΓR1ρ∗

∂ρ∗ ρ∗. At order 1/τ 2, we get, according to the ρ∗ independent
and linear parts,

s̄ΓR1

(2)−2 = 0, (6.41)

s̄(
∂RΓR1

(2)−2
ρ∗

∂ρ∗
− (S1, ΓR1

(2)−2)) = 0. (6.42)

The first of these equations implies:

Lemma 1 The second order pole of the two loop divergences is a s̄ cocycle.

At order 1/τ , we get

s̄ΓR1

(2)−1 =
∂RΓR1

(2)−2
ρ∗

∂ρ∗
− (S1, ΓR1

(2)−2), (6.43)

s̄(
∂RΓR1

(2)−1
ρ∗

∂ρ∗
− (S1, ΓR1

(2)−1)− (S2, ΓR1

(2)−2)) = −∂RS0

∂ξB

∂RσB
1

∂ξA
σA

1 . (6.44)

Finally, the ρ∗ independent part of (6.40), gives at order τ 0

s̄ΓR1

(2)0 +
1

2
(ΓR1

(1)0, ΓR1

(1)0) =
∂RΓR1

(1)0

∂ξB
σB

1

+
∂RΓR1

(2)−1
ρ∗

∂ρ∗
− (S1, ΓR1

(2)−1)− (S2, ΓR1

(2)−2), (6.45)

which allows to identify the combination

A2 =
∂RΓR1

(2)−1
ρ∗

∂ρ∗
− (S1, ΓR1

(2)−1)− (S2, ΓR1

(2)−2) (6.46)

as the local contribution to the two loop anomaly, whereas
∂RΓR1

(1)0

∂ξB σB
1 is the one loop

renormalized dressing of the non trivial one loop anomaly.

Two loop anomaly consistency condition Before absorbing the divergences,
let us consider (6.44), which can be written as

s̄A2 = −1

2

∂RS0

∂ξB
[σ1, σ1]

B, (6.47)

where ξ∗B[σ1, σ1]
B ≡ (ξ∗σ1, ξ

∗σ1)ξ is an s∆∗ cocycle because of the graded Jacobi
identity for the antibracket in ξ, ξ∗ space. According (5.23), this implies that

1

2
(ξ∗σ1, ξ

∗σ1)ξ = s∆∗ξ
∗
AσA

2 , (6.48)

and

A2 = s̄Σ2 +
∂RS0

∂ξB
σB

2 . (6.49)
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Discussion: We thus see that the consistency condition (6.47) on the local con-
tribution of the two loop anomaly does not require it to be just a cocycle of the
extended BRST differential s̄, because of the non vanishing right hand side. This
is in agreement with the analysis of [52, 53]. Nevertheless, in the extended anti-
field formalism, the general solution (6.49) of (6.47) can be given. Up to a trivial s̄

boundary, it contains the term ∂RS0

∂ξB σB
2 with the following interpretation. From the

point of view of cohomology, equation (6.47) should be understood as a restriction
on the non trivial one loop anomalies ξ∗AσA

1 that can arise. Indeed, its consequence
is (6.48), which states that the non trivial one loop anomalies should have a trivial
antibracket map7 among themselves. This is a cohomological statement independent
of the choice of representatives. Through these cohomological considerations, the
term ∂RS0

∂ξB σB
2 of the general solution for the local part of the two loop anomaly is

determined up to an arbitrary s∆∗ cocycle, (or, using the liberty to shift the s∆∗

trivial part of it in the s̄ coboundary, up to a s∆∗ cohomological class). It contains
a particular solution depending on the choice of representatives for the non trivial
one loop anomalies and needed to make the bracket (ξ∗σ1, ξ

∗σ1)ξ s∆∗ exact. This an-
swers, at least in the present context of the extended antifield formalism the question
raised in [52, 53] on the cohomological interpretation of the two loop anomaly consis-
tency condition. It is confirmed by the analysis in the next subsection in the context
of algebraic renormalization. One also sees on this example how the discussion of
the quantum Batalin-Vilkovisky formalism of [52, 53] is shifted to ξ, ξ∗ space in the
extended formalism.

Note that, as in [92], this result has been achieved by adding a BRST breaking
counterterm, not only for the one loop divergences produced by the standard action
itself, but also for the one loop divergences produced by the insertion of the non
trivial one loop anomaly. This is because this anomaly has been coupled to the
action itself from the start, and the BRST breaking counterterm Σ1 also depends on
the corresponding coupling constants.

Two loop renormalization The general solution to (6.41) is ΓR1

(2)−2 = s̄Ξ2,−2 +
∂RS0

∂ξA µA
2,−2. We consider the change of variables

z2,−2 = exp−~
2

τ 2
[(·, Ξρ∗

2,−2) + (·, ξ1
ρ∗
∗
µρ∗

2,−2)ξ1
ρ∗

]z, (6.50)

ξ2,−2 = exp−~
2

τ 2
(·, ξ1

ρ∗
∗
µρ∗

2,−2)ξ1
ρ∗

ξ1
ρ∗ , (6.51)

where Ξρ∗
2,−2(z, ξ, ρ

∗) = Ξ2,−2(z, ξ
1
ρ∗(ξ, ρ

∗)) and µρ∗
2,−2(ξ, ρ

∗) = µ2,−2(ξ
1
ρ∗(ξ, ρ

∗)). The
fact that we consider this change of variables in terms of ξ1

ρ∗ instead of ξ will not
change the absorption of the ρ∗ independent divergences, but it will be important in
order to control the dependence on ρ∗ below. Equation (6.43) means that there is

no non trivial part ∂RS0

∂ξA σA
2,−2 in the general solution to (6.42) and hence no need for

7The antibracket map here is the antibracket induced in the s∆∗ cohomological classes from the
antibracket in ξ space
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a renormalization of the coupling constants of order ~2/τ 2 proportional to ρ∗. The

general solution to (6.42) is
∂RΓR1

(2)−2
ρ∗

∂ρ∗ − (S1, ΓR1

(2)−2) = s̄Σ2,−2, where Σ2,−2 can be

identified with a particular solution ΓR1

(2)−1
P of (6.43). We take

Sρ∗
R2,−2

(z, ξ, ρ∗) = SR1(z
2,−2(z, ξ1

ρ∗), ξ
2,−2(ξ1

ρ∗)) + g2,−2A(z, ξ1
ρ∗)f

A(ξ1
ρ∗)

−~
2

τ
Σ̃2,−2(z

2,−2(z, ξ1
ρ∗), ξ

2,−2(ξ1
ρ∗)),

= SR1 −
~2

τ 2
ΓR1

(2)−2 + O(~2τ−1) + O(~3), (6.52)

where Σ̃2,−2(z, ξ) remains to be determined. The remark after theorem 6 again implies

θρ∗
R2,−2

≡ 1

2τ
(Sρ∗

R2,−2
, Sρ∗

R2,−2
) +

1

τ
∆cS

ρ∗
R2,−2

= θρ∗
R1
− ~

2

τ 2
s̄[Σ̃2,−2 +

∂RS1

∂ξA
µA

2,−2 + (S1, Ξ2,−2)]

−~
2

τ 2
(S1, ΓR1

(2)−2) + ~2O(τ−1) + O(~3). (6.53)

The action

SR2,−2ρ∗ = Sρ∗
R2,−2

+ θρ∗
R2,−2

ρ∗, (6.54)

with Σ̃2,−2 = Σ2,−2− ∂RS1

∂ξA µA
2,−2+(S1, Ξ2,−2), yields an effective action ΓR2,−2ρ∗ without

~2/τ 2 divergences and only simple poles at order ~2, because the terms linear in ρ∗

of order ~2/τ 2 add up precisely to −∂RΓR1
(2)−2
ρ∗

∂ρ∗ . We have again that

1

2
(SR2,−2ρ∗ , SR2,−2ρ∗) + ∆cSR2,−2ρ∗ = τθρ∗

R2,−2

= τ
∂RSR2,−2ρ∗

∂ρ∗
+

∂RSR2,−2ρ∗

∂ξB
~σB

1 −
1

τ

∂RSR2,−2ρ∗

∂ξB

1

2
[~σ1, ~σ1]

Bρ∗. (6.55)

The last equation follows from the fact that the dependence of Sρ∗
R2,−2

and θρ∗
R2,−2

on

ρ∗ is, as before, through the combination ξ1
ρ∗ . The same equation holds again for the

effective action:

1

2
(ΓR2,−2ρ∗ , ΓR2,−2ρ∗) + ∆cΓR2,−2ρ∗ = τ

∂RΓR2,−2ρ∗

∂ρ∗
+

∂RΓR2,−2ρ∗

∂ξB
~σB

1

−1

τ

∂RΓR2,−2ρ∗

∂ξB

1

2
[~σ1, ~σ1]

Bρ∗. (6.56)

The expansion of this effective action is

ΓR2,−2ρ∗ = Sρ∗ + ~Σn=0τ
nΓR2,−2

(1)n
ρ∗ + ~2Σn=−1τ

nΓR2,−2

(2)n
ρ∗ + O(~3). (6.57)
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The divergences Γ
(2)−1
R2,−2

and
∂RΓR2,−2

(2)−1

ρ∗
∂ρ∗ , now satisfy s̄Γ

(2)−1
R2,−2

= 0 and s̄A′
2 =

∂RS0

∂ξA
1
2
[σ1, σ1]A, with A′

2 =
∂RΓR2,−2

(2)−1

ρ∗
∂ρ∗ − (Γ

(2)−1
R2,−2

, S1). The general solutions are

Γ
(2)−1
R2,−2

= s̄Ξ2,−1 + ∂RS0

∂ξA µ2,−1 and A′
2 = s̄Σ2,−1 + ∂RS0

∂ξA σA
2 . As in the one loop case,

one first subtracts a suitably defined BRST breaking counterterm, then one makes
the field-antifield and coupling constant redefinition determined by Ξρ∗

2,−1 and µρ∗
2,−1,

and finally, one substitutes ξ1
ρ∗ everywhere by ξ2

ρ∗ = ξ1
ρ∗ − ~2

τ
σ2ρ

∗, giving a total ρ∗

dependence through the combination ξ2
ρ∗ = ξ − ~

τ
σ1ρ

∗ − ~2
τ
σ2ρ

∗.
Using the same arguments as in the one loop case, one finally finds8 that the

two loop renormalized and regularized action SR2ρ∗ satisfies, by defining ∆2 = ∆c −
~ ∂R·

∂ξA σA
1 − ~2 ∂R·

∂ξA σA
2 , with ∂R·

∂ξB [∆2, ∆2]B = 0(~3),

1

2
(SR2ρ∗ , SR2ρ∗) + ∆2SR2ρ∗ = τ

∂RSR2ρ∗

∂ρ∗
− 1

τ

∂RSR2ρ∗

∂ξB

1

2
[∆2, ∆2]Bρ∗, (6.58)

the same equation holding for the two loop renormalized effective action ΓR2ρ∗ .

6.1.6 Higher orders

It is then possible to continue recursively to higher loops to get a completely sub-
tracted and regularized action SR∞ . It is obtained from

Sτ −
∑
n=1

~n

τn−1

n−1∑

k=0

τ kΣ̃n,k−n, (6.59)

with suitably chosen BRST breaking counterterms Σ̃n,k−n, by successive canonical
field-antifield and coupling constants redefinitions. It satisfies

1

2
(SR∞ρ∗ , SR∞ρ∗) + ∆∞SR∞ρ∗ = τ

∂RSR∞ρ∗

∂ρ∗
, (6.60)

with

∆∞ = ∆c −
∑
n=1

~
∂R·
∂ξA

σA
n , (6.61)

∂R·
∂ξB

[∆∞, ∆∞]B ≡ (∆∞)2 = 0. (6.62)

The corresponding completely renormalized and regularized effective action ΓR∞ρ∗

satisfies the same equation.

1

2
(ΓR∞ρ∗ , ΓR∞ρ∗) + ∆∞ΓR∞ρ∗ = τ

∂RΓR∞ρ∗

∂ρ∗
. (6.63)

8Note that the following equations in this and the next two subsection have been corrected with
respect to the ones in the original paper [2] and that theorem 9 below has been accordingly improved.
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One can then take safely the limit τ −→ 0, because there are no more divergences
left and put ρ∗ to zero. The renormalized effective action Γ∞ = (limτ→0 ΓR∞ρ∗)|ρ∗=0

satisfies

1

2
(Γ∞, Γ∞) + ∆∞Γ∞ = 0. (6.64)

Theorem 9 The absorption of the divergences in the extended antifield formalism
involves, besides redefinitions of the solution of the extended master equation, deter-
mined by anticanonical field-antifield and coupling constant renormalizations, only
the subtraction of suitably chosen BRST breaking counterterms. The renormalization
can be done in such a way that the effective action satisfies an extended master equa-
tion with a differential ∆∞ that is a deformation of the differential ∆c of the classical
extended master equation. This statement contains the cohomological information on
the anomaly consistency condition to all orders.

6.1.7 The quantum Batalin-Vilkovisky ∆ operator

In [49, 52, 53], explicit expression for the ∆ operator have been obtained in the context
of Pauli-Villars and non local regularization respectively. The aim of this section is to
get such an expression in the context of the present “dimensional” renormalization.
The expression we will get here will be defined on all the generalized observables of
the theory, and not only on S alone, since they are contained in the solution S(ξ) of
the extended master equation.

As discussed for instance in section 4 of [51] in the context of the BPHZ renor-
malized antifield formalism, even though there is a well defined expression for the
anomaly, there is no room for the formal Batalin-Vilkovisky ∆ operator in the final
renormalized theory. Contact with the quantum Batalin-Vilkovisky formalism in the
present set-up has thus to be done on the renormalized theory before the regulator τ
is removed. Moreover, as in the previous discussion of the renormalization, it turns
out to be important not to put to zero the fermionic variable ρ∗, which couples the
breaking of the extended master equation due to the regularization. Let us introduce
the notation W = SR∞ρ∗ for the completely renormalized and regularized action and

define ∆d = τ
i~

∂R·
∂ρ∗ so that (6.60) becomes

1

2
(W,W ) + (∆∞ − i~∆d)W = 0. (6.65)

The operator ∆d is of ghost number 1, it is nilpotent, ∆2
d = 0, it anticommutes with

∆∞, {∆∞, ∆d} = 0, so that ∆T = ∆∞ − i~∆d is a differential (∆T )2 = 0. ∆d is
also a graded derivation of the antibracket, i.e., it satisfies equation (5.27) (with ∆c

replaced by ∆d or ∆T ).
Discussion: Starting from the path integral expression

Z(J, φ∗, ξ, ρ∗) =

∫
Dφ exp

(
i

~
[W +

∫
dnx Jaφ

a]

)
, (6.66)
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with associated effective action ΓR∞ρ∗ , standard formal path integral manipulations
using integrations by parts give

1

2
(ΓR∞ρ∗ , ΓR∞ρ∗) + ∆∞ΓR∞ρ∗ = A′ ◦ ΓR∞ρ∗ , (6.67)

where

A′ =
1

2
(W,W ) + ∆∞W − i~′′∆W ′′. (6.68)

This expression involves the second order functional derivative operator ∆ =
(−)A+1 δR

δφa(x)
δR

δφ∗a(x)
. The quotation marks mean that the above definition of ∆ cannot

be used since ∆ is ill defined when acting on local functionals and thus on W . Using
(6.63) for the left hand side, we get A′ = i~∆dW . Using furthermore (6.65), it follows
that −i~′′∆W ′′ = 0, as was to be expected in “dimensional” regularization, where
′′δ(0)′′ = 0.

In equation (6.65), obtained by an analysis of the renormalization procedure,
there appears the operator ∆d, which is unexpected from the point of view of formal
path integral manipulations, not taking the regularization and renormalization into
account. Furthermore, the operator ∆d has the same algebraic properties as the
formal operator ∆, when acting on local functionals. In “dimensional regularization”,
one has traded the operator ∆, vanishing on local functionals, for the operator ∆d.
We thus find, in the context of dimensional regularization, that the role of the Batalin-
Vilkovisky ∆ operator is played by the operator ∆d, introduced originally in [59].

Furthermore, the terms of higher order in ~ of ∆∞ contain the information about
the anomalies of the theory, while (6.65) suggests that the operator ∆c, can be un-
derstood as a classical part of the Batalin-Vilkovisky ∆ operator. We also note that
both ∆c and ∆d arise in a similar way from an extended action satisfying a standard
master equation in an extended space with an enlarged bracket: this was shown for
∆c in section 5.2.1. In [65] in the context of the standard Batalin-Vilkovisky formal-
ism, it was shown that ∆d also arises from an “improved” classical master equation,
if the space of fields and antifields is enlarged to include the global pair of variables
ρ, ρ∗, the antibracket is extended to this pair and the regularized action is extended
to Sτ + θτρ

∗ + τρ.

6.2 Algebraic renormalization in the extended antifield for-
malism

The algebraic approach to control symmetries in renormalization theory is based on
the use of the renormalized quantum action principles [93, 94, 95, 96, 97], that hold
independently of the particular scheme being used.

More precisely, let Sgf be the classical gauge fixed action of the theory. If Γ∞

denotes the renormalized generating functional for one particle irreducible vertices,
one has

Γ∞ = Sgf + O(~). (6.69)
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Similarly, if ∆ ◦Γ∞, respectively ∆(x) ◦Γ∞, denotes the renormalized insertion of an
(integrated) local polynomial into Γ, one has

∆ ◦ Γ∞ = ∆ + O(~). (6.70)

Let g be a parameter of Sgf and let φ(x) be the source for the field operators in
the generating functional for one particle irreducible vertex functions with ρ(x) an
external source coupling to a polynomial in the fields and their derivatives. We will
use the quantum action principle in the following forms:

(non linear) field variations :

δΓ∞

δφ(x)

δΓ∞

δρ(x)
= ∆′′(x) ◦ Γ∞,

∆′′(x) ◦ Γ∞ =
δSgf

δφ(x)

δSgf

δρ(x)
+ O(~). (6.71)

coupling constants :
∂Γ∞

∂g
= ∆ ◦ Γ∞,

∆ ◦ Γ∞ =
∂Sgf

∂g
+ O(~). (6.72)

In the following, we will assume the validity of these equations, even in the context
of power counting non renormalizable theories. The precise functional dependence of
Γ∞ on the couplings will not be discussed, we just assume it to be sufficiently regular
to allow for the manipulations below.

In the algebraic approach to the usual version of the BRST-Zinn-Justin-Batalin-
Vilkovisky set-up, there are two main issues to be considered (see e.g. [46, 47]):
stability and anomalies.

6.2.1 Stability

The problem of stability (in the physical sector) is the question if to every local BRST
cohomological class H0,n(s|d) in ghost number 0, there corresponds an independent
coupling of the standard master equation. If this is the case, every infinitesimal
deformation of the action (by invariant, in this context finite, counterterms) can be
absorbed by a coupling constant and anticanonical field-antifield redefinition in such
a way that the master equation is still satisfied.

The extended formalism solves this problem by construction, because all stan-
dard cohomological classes have been coupled with independent couplings. Indeed,
in the extended formalism, the differential controlling the “instabilities”, i.e., the di-
vergences and/or counterterms, is the differential s̄. According to theorem 6, every
infinitesimal deformation can be absorbed in such a way that the deformed action
still satisfies the extended master equation.

Since no additional arguments like power counting have been used to achieve this
stability, one can say that the use of the extended antifield formalism guarantees
“renormalizability in the modern sense” [42] for all gauge theories.
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Of course, it will be often convenient in practice not to couple all the local BRST
cohomological classes but only a subset needed to guarantee that the theory is stable,
especially if one uses additional conditions like power counting.

6.2.2 Anomalous Zinn-Justin equation

In the standard set-up, the question of anomalies is mostly reduced to the compu-
tation of the local BRST cohomological group H1,n(s|d) in ghost number 1 and to a
discussion of the coefficients of the corresponding classes. In the presence of anoma-
lies, there is no differential on the quantum level associated to the anomalously broken
Zinn-Justin equation for the effective action. In the extended antifield formalism how-
ever, because all the local BRST cohomological classes in positive ghost numbers have
been coupled to the solution of the master equation, the broken Zinn-Justin equation
can be written as a functional differential equation and an associated differential ex-
ists, even in the presence of anomalies. To show this, is the object of the remainder
of this subsection 9.

The quantum action principle applied to (5.28) gives

1

2
(Γ, Γ) + ∆cΓ = ~A ◦ Γ, (6.73)

where Γ is the renormalized generating functional for 1PI vertices associated to the
solution S of the extended master equation and the local functional A is an element
of F in ghost number 1. Applying (Γ, ·) + ∆L

c to (6.73), the l.h.s vanishes identically
because of the graded Jacobi identity for the antibracket and the properties of ∆c, so
that one gets the consistency condition (Γ,A◦ Γ) + ∆L

cA◦ Γ = 0. To lowest order in
~, this gives s̄A = 0, the general solution of which can be written as

A = −∂RS

∂ξA
∆A

1 + s̄Σ1, (6.74)

with [∆c, ∆1] = 0, because of the relation between the s̄ and the s∆c cohomologies
discussed in the previous section.

If one now defines S1 = S − ~Σ1, the corresponding generating functional ad-
mits the expansion Γ1 = Γ − ~Σ1 + O(~2) and satisfies 1

2
(Γ1, Γ1) + ∆1Γ1 = O(~2),

where ∆1 = ∆c + ~∆1. On the other hand, the quantum action principle applied to
1
2
(S1, S1) + ∆1S1 = O(~) implies 1

2
(Γ1, Γ1) + ∆1Γ1 = ~Ā ◦ Γ1, for a local functional

Ā. Comparing the two expressions, we deduce that

1

2
(Γ1, Γ1) + ∆1Γ1 = ~2A′ ◦ Γ1, (6.75)

9We rederive section 4 of [3] in a more appropriate notation, insisting on the existence of the
quantum BRST differential in the anomalous case and its relation to its classical counterpart s̄.
Note that the relation after (4.9) of that paper should read sQ

∂R·
∂ξA σA = 1

2
∂R·
∂ξA [σ, σ]A instead of

sQ
∂R·
∂ξA σA = 0.
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for a local functional A′. Applying now (Γ1, ·) + (∆1)L, one gets as consistency
condition

1

2
[∆1, ∆1]Γ1 + ~2((Γ1,A′ ◦ Γ1) + ∆1A′ ◦ Γ1) = 0, (6.76)

giving to lowest order

1/2[∆1, ∆1]S + s̄A′ = 0. (6.77)

Since 1/2[∆1, ∆1] is a s∆c cocycle because of the graded Jacobi identity for the graded
commutator, equation (5.23) imply that the general solution to this equation is

1

2
[∆1, ∆1] + [∆c, ∆2] = 0, (6.78)

A′ = s̄Σ2 − ∂RS

∂ξB
∆B

2 . (6.79)

The redefinition S2 = S1 − ~2Σ2 then allows to achieve

1

2
(Γ2, Γ2) + ∆2Γ2 = ~3A′′ ◦ Γ2, (6.80)

for a local functional A′′, with ∆2 = ∆1 + ~2∆2. The reasoning can be pushed
recursively to all orders with the result

1

2
(Γ∞, Γ∞) + ∆∞Γ∞ = 0, (6.81)

where Γ∞ is associated to the action S∞ = S − Σk=1~kΣk and ∆∞ = ∆c + ~∆1 +
~2∆2 + . . . satisfies (∆∞)2 = 0. The associated quantum BRST differential is

sq = (Γ∞, ·) + (∆∞)L. (6.82)

In the limit ~ going to zero, it coincides with the classical differential s̄.
In the extended antifield formalism, the anomalous Zinn-Justin equation can thus

be written as a functional differential equation for the renormalized effective action.
The derivations ∆1, ∆2, . . . are guaranteed to exist due to the quantum action prin-
ciples. They satisfy a priori cohomological restrictions due to the fact that the differ-
ential ∆∞ is a formal deformation with deformation parameter ~ of the differential
∆c. In the context of chiral Yang-Mills theories, where ∆c = 0, an anomalous master
equation of the form (6.81) for the renormalized effective action has appeared for the
first time in [55].

6.2.3 Renormalization of local BRST cohomological classes

Associated quantum extension of a representative λ0S of a classical BRST coho-
mological classes of the extended formalism satisfying s̄λ0S = 0, or equivalently
[∆c, λ0] = 0, are given by λ0Γ

∞. By acting with λ0 on (6.81), one gets

sqλ0Γ
∞ = −[∆∞, λ0]Γ

∞. (6.83)
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The derivation [∆∞, λ0] =
∑

n≥L ~nµn on the right hand side is of order at least
~, L ≥ 1, because [∆c, λ0] = 0 and corresponds to the anomaly in the invariant
renormalization of λ0S. The question then is whether there exists modified quantum
extension λ∞Γ∞, with λ∞ = λ0 + ~λ1 + . . ., such that

sqλ∞Γ∞ = 0 ⇐⇒ [∆∞, λ∞] = 0. (6.84)

This is for instance the case if λ0 corresponds to the trivial cohomological class, λ0 =
[∆c, ν0]. The searched for extension can then simply be taken to be λ∞ = [∆∞, ν0].

Because [∆∞, [∆∞, λ0]] = 0, the lowest order part of the anomaly, µL is an
s∆c cocycle, [∆c, µL] = 0. Suppose that µL is a trivial solution to this equation,
µL = −[∆c, λL]. The modified quantum extension (λ0 + ~LλL)Γ∞ allows to push the
anomaly to order L + 1.

Hence, to lowest order in ~, the non trivial part of the anomaly in the renor-
malization of a classical cohomological class Hg(s∆c) is constrained to belong to
Hg+1(s∆c). All the quantum information on this anomaly is encoded in the deriva-
tions ∆1, ∆2, . . . and the whole discussion has been shifted from local functionals to
derivations of functions of the coupling constants.

6.2.4 Quantum BRST cohomologies

The following lemma turns out to be extremely useful in the sequel. It concerns the
insertion of BRST exact local functionals.

Lemma 2 The insertion of a BRST exact local functional s̄Ξ = (Sgf , Ξ) + ∆L
c Ξ is

equal to sq = (Γ∞, ·)+ (∆∞)L applied to a quantum extension of this local functional,
up to a local insertion of higher order in ~,

[s̄Ξ] ◦ Γ∞ = sqΞQ ◦ Γ∞ + ~I ◦ Γ∞, (6.85)

where ΞQ = Ξ + O(~) and I are local functionals.

Proof. If S∞ is the sum of Sgf and the BRST finite breaking local counterterms
needed to achieve (6.81), the action Sρ = S∞+Ξρ satisfies 1

2
(Sρ, Sρ)+∆∞Sρ = s̄Ξρ+

O(~) + O(ρ2). Applying the quantum action principle, we get 1
2
(Γρ, Γρ) + ∆∞Γρ =

D(ρ)◦Γρ. Putting ρ to zero, it follows from (6.81) that the local functional D(0) = 0,
so that D(ρ) = D′(ρ)ρ. Differentiation of the previous equation with respect to ρ
and putting ρ to zero then implies sqΞQ ◦Γ∞ = D′(0) ◦Γ∞, for some local functional
ΞQ = Ξ + O(~). At tree level, this equation implies that ∆′(0) = s̄Ξ + O(~), which
gives the result.

Let us now establish the quantum analog of the classical equation (5.23), i.e.,

{
sqB ◦ Γ∞ + λ∞Γ∞ = 0,

[∆∞, λ∞] = 0,
⇐⇒

{
B ◦ Γ∞ = sqC ◦ Γ∞ + µ∞Γ∞,

λ∞ = [∆∞, µ∞].
(6.86)

Proof. If the two equations on the right of the equivalence sign hold, the equations
on the left just follow by applying sq to the first equation on the right. Conversely,
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suppose that the equations on the left hold. From the first equation at order zero in
~, we deduce that s̄B0 + λ0S = 0 with [∆c, λ0] = 0. According to (5.23), this implies
B0 = s̄C0 + µ0S, with λ0 = [∆c, µ0]. Applying the quantum action principles and
lemma 2, we get B ◦ Γ∞ = sqCQ

0 ◦ Γ∞ + µ0 ◦ Γ∞ + ~B′ ◦ Γ∞. Injecting into the first
equation gives ~sqB′ ◦Γ∞ + (λ∞− [∆∞, µ0])Γ

∞ = 0. Because λ∞− [∆∞, µ0] = ~λ′∞,
with [∆∞, λ′∞] = 0, we can factorize ~ and iterate the reasoning, which proves (6.86).

If we put furthermore λ∞ to zero in (6.86), we see that the general solution to
the sq cocycle condition is the insertion µ∞Γ∞ with [∆∞, µ∞] = 0, up to an sq

coboundary. We have thus proved the following theorem.

Theorem 10 The cohomology of sq = (Γ∞, ·)+(∆∞)L in the space of local insertions
is isomorphic to the cohomology of [∆∞, ·] in the space of graded right derivations in
the couplings ξA that are formal power series in ~, the isomorphism being given by
[λ∞Γ∞] ←→ [λ∞].

These cohomology groups are defined to be the quantum BRST cohomology groups of
the extended antifield formalism. They can be considered to be well defined versions
of the formal quantum BRST cohomology of the standard Batalin-Vilkovisky formal-
ism, involving the ill-defined second order operator ∆ = (−)a+1 δR·

δφa(x)
δR·

δφ∗a(x)
obtained

through formal path integral manipulations.
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7 Gauge parameter dependence

The problem of the gauge dependence of the effective action and of the renormaliza-
tion group functions has been extensively studied in the mid seventies in the context
of Yang-Mills theories [98, 99, 100, 16, 101]. An algebraic approach to the prob-
lem, independent of the renormalization scheme, has been proposed in [102]. On the
assumption of the existence of an invariant renormalization scheme, extensions to
generic, not necessarily power counting renormalizable theories have been considered
in [34, 35, 36, 37] and more recently in [40, 41].

In this section, we combine the ideas of the above cited works and reinvestigate
the problem in the general setting of the extended antifield formalism.

We assume that the gauge fixing fermion Ψ does not depend on any essential
coupling, whereas, as stated before, that the minimal solution of the master equation
only depends on the essential couplings. The gauge fixed action Sgf to be used as
a starting point for perturbative quantization depends on the gauge parameters αi,
which we assume for simplicity to be bosonic, according to (3.6). This means that
we have also to allow for a dependence of the effective action, the local insertions and
the right derivations discussed so far on these gauge parameters.

7.1 Gauge parameter dependence of effective action and
anomalies

According to the quantum action principle, ∂R
αiΓ∞ = Ki ◦ Γgf , where Ki =

−(Sgf , ∂αiΨ)φc,φ̃∗ +O(~) = −s̄∂R
αiΨ+O(~). It follows from lemma 2 that this implies

in a first step
∂R

αiΓ∞ = sq[−∂R
αiΨ]Q ◦ Γ∞ + ~K ′

i ◦ Γ∞. (7.1)

Applying sq and using (6.81), we get to lowest order in ~ the consistency condition
[∆1, ∂

R
αi ]Sgf + s̄K ′

i0 = 0. Using [∆c, [∆1, ∂
R
αi ]] = 0, equation (5.23) implies K ′

i0 =
−ρi1Sgf + s̄Ni1, with [∆1, ∂

R
αi ] + [∆c, ρi1] = 0. The quantum action principle under

the form [ρi1Sgf ] ◦Γ∞ = ρi1Γ
∞ + ~Ii ◦Γ∞, for a local insertion Ii ◦Γ∞, together with

lemma 2 give (∂R
αi + ~ρi1)Γ

∞ = sq([−∂αiΨQ + ~Ni
Q
1 ] ◦ Γ∞) + ~2K ′′

i ◦ Γ∞. Defining
D1

i = ∂R
αi + ~ρi1, we have [∆∞, D1

i ] = ~2λi + O(~3), so that [∆c, λi] = 0, and the
reasoning can be pushed to higher orders, with the result:

D∞
i Γ∞ = sq(Li ◦ Γ∞), (7.2)

D∞
i = ∂R

αi +
∑
n=1

~nρin, [∆∞, D∞
i ] = 0. (7.3)

where Li = −∂R
αiΨ + O(~) and the coefficients ρA

i n of the right derivations ∂R·
∂ξA ρA

i n

depend on the essential couplings ξA and the gauge couplings αi. Note that the
relation (6.86) cannot be used in this case, because D∞

i does not belong to the space
of graded right derivations in the essential couplings alone (with a possible gauge
parameter dependence).
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Let us now analyze the equations (7.2) and (7.3) for each i separately and drop the
subscript i. Let us define the functions ξA

α = ξA
α (ξB, α) through system of differential

equations
d

dα
ξA
α = ρA(ξA

α , α), (7.4)

where ρA =
∑

n=1 ~nρA
n . If we introduce a subscript α for all quantities where ξA has

been replaced by ξA
α , equation (7.2) becomes

d

dα
Γ∞α = sq

α(Lα ◦ Γ∞α ), (7.5)

where sq
α = (Γ∞α , ·) + ∆∞

α , with ∆∞
α = ∂R·

∂ξA
α
∆∞A

α ≡ ∂R·
∂ξB

∂RξB

∂ξA
α

∆∞A
α . Equation (7.3) then

becomes
d

dα
∆∞

α = 0. (7.6)

We have thus proved:

Theorem 11 For each gauge parameter separately, there exists redefinitions of the
essential couplings by gauge parameter dependent terms of higher order in ~ such that
the variation of the effective action with respect to the gauge parameter is given by
a quantum BRST coboundary, while the anomaly operator in terms of the redefined
couplings ∆∞

α is independent of the gauge parameter.

7.2 Integrability condition

By adapting the extended BRST technique of [102] to the present context, one can
show

Lemma 3 There exist local functionals K[ij] such that

[D∞
i , D∞

j ]Γ∞ + sq[K[ij] ◦ Γ∞] = 0. (7.7)

Proof. If we introduce parameters λi of opposite Grassman parity to the αi and

define Se = S∞+∂R
αiΨλi. Using ∂R

αiSgf = s̄(−∂R
αiΨ) and ∂R2

Ψ
∂αiαj λ

iλj = 0, it follows that

1

2
(Se, Se) + ∆∞Se + D∞

i Seλi =
1

2
(∂R

αiΨλi, ∂R
αjΨλj) + O(~), (7.8)

where O(~) is a local functional of order at least ~. Applying the quantum action
principle, it follows that 1

2
(Γe, Γe)+∆∞Γe+D∞

i Γeλi = 1
2
(∂R

αiΨλi, ∂R
αbΨλb)◦Γe+~A◦Γe.

Putting λi to zero and using (6.81), it follows that A = Aiλ
i. Differentiation with

respect to λi and putting λi to zero gives sq(∂R
αiΨQ ◦ Γ∞) + D∞

i Γ∞ = ~Ai(0) ◦ Γ∞.
Using (7.2), we deduce that Ai(0) ◦ Γ∞ = sq(L′i ◦ Γ∞), where ~L′i ◦ Γ∞ = ∂R

αiΨQ ◦
Γ∞ + Li ◦ Γ∞. If we now add to Se the counterterm −~L′i0λi, we can absorb the
lowest order contribution Ai(0) up to terms of second order in ~ or of first order in
~ and of second order in λi. For the new Γe, we end up with 1

2
(Γe, Γe) + ∆∞Γe +

D∞
i Γeλi = [1

2
B[ij](λ)λiλj + ~2A′

i(0)λi] ◦Γe, where B[ij](λ) = (∂R
αiΨλi, ∂R

αjΨλj) + O(~).
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Differentiation with respect to λi and putting λi to zero now gives sq(Ki ◦ Γ∞) =
A′

i(0)◦Γ∞, which implies that the lowest order contribution to A′
i(0) can be absorbed

by adding suitable counterterm proportional to λi and of order ~2. Going on in the
same way, one can achieve:

1

2
(Γe, Γe) + ∆∞Γe + D∞

i Γeλi =
1

2
K[ij](λ) ◦ Γeλiλj, (7.9)

where K[ij](λ) = (∂R
αiΨλj, ∂R

αiΨλj) + O(~).
Acting with D∞

k λk on this equation, and using the same equation again, together
with (7.3), ((Γe, Γe), Γe) = 0, and ∆∞2 = 0, we find (Γe, ·)+∆∞L[1

2
K[ij](λ)λiλj ◦Γe]+

1
2
[Di, Dj]Γ

eλiλj = 1
2
Dk[K[ij](λ) ◦ Γe]λiλjλk. Differentiating with respect to λi and λj

and putting λ to zero gives (7.7).
Note that ∂R

αiSgfλ
i = −(Sgf , ∂αiΨλi), and ∆cΨ = 0 imply in particular that

s̄(∂R
αiΨλi, ∂R

αjΨλj) = 0, so that both terms of (7.7) start indeed at order ~.
Because [∂R

αi , ∂R
αj ] = 0, [D∞

i , D∞
j ] belongs to the space of graded derivations in

the essential couplings alone (with a possible gauge parameter dependence). Since
furthermore, [∆∞, [D∞

i , D∞
j ]] = 0 due to the graded Jacobi identity, (6.86) can now

be applied with the result that

[D∞
i , D∞

j ] = [∆∞, ρ∞ij ]. (7.10)

In the case of the standard antifield formalism, supposed to be stable and anomaly
free, so that in particular ∆∞ = 0, equation (7.10), is the integrability condition that
states that the various redefinitions of the essential couplings can be made simulta-
neously [6]. The same holds in the general case, if one can prove that by suitable
redefinitions of the D∞

i , the coefficients ρ∞ij can be made to vanish. In this case, the
dependence of the effective action on the all gauge parameters simultaneously is a
quantum BRST coboundary, while the redefined anomaly operator is independent of
all the gauge parameters.

In the anomaly free stable case, a quantum BRST coboundary, (Γ∞, I ◦ Γ∞) re-
duces to zero upon projection onto the physical states, so that the gauge parameter
dependence of the effective action expressed in terms of the essential couplings on
the quantum level is also trivial in this physical sense and not only in the cohomo-
logical sense. It would be of interest to analyze (i) in what sense a quantum BRST
coboundary sqI ◦G∞ = (Γ∞, I ◦G∞) + ∆∞I ◦ Γ∞ is physically trivial and (ii) what
can be concluded from (7.10) in the general case.
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8 Renormalization group and Callan-Symanzik

equations

8.1 Renormalization group equation

In addition to the gauge parameters, the effective action, the local insertions and the
right derivations also contain a dependence on the renormalization scale µ.

Because µ∂µSgf = 0, the same derivation that has allowed to prove (7.2) now gives

D∞Γ∞ = ~sq(C ◦ Γ∞), (8.1)

D∞ = µ∂µ +
∑
n=1

~nβn, [∆∞, D∞] = 0. (8.2)

The derivations βn = ∂R·
∂ξA βA

n only involve derivatives with respect to the essential
couplings. If in another version of the renormalization group equation, there appear
terms of the form ∂RΓ∞

∂αi ρi
n, they can always be absorbed by using (7.2) at the expense

of a modification of the beta functions (of at least second order in ~) and of the
quantum BRST exact term sq(C ◦ Γ∞). This was first noted in the context of Yang-
Mills theory in [98]. The same holds for any other redundant coupling. We will then
make the following definition:

The physical beta functions βA
n of the renormalization group equation are the coeffi-

cients of the derivatives ∂R·
∂ξA with respect to the essential couplings ξA in the renormal-

ization group equation where the derivatives with respect to the redundant couplings
have been eliminated.

Note that equation (8.2) can be written as µ∂µ∆∞ = µ∂µ(
∑

n=1 ~n∆n) =
−[∆∞,

∑
n=1 ~nβn]. It fixes the dependence of the anomaly coefficients (

∑
n=1 ~n−1∆n

on the renormalization point µ to be a quantum BRST coboundary, with the bound-
ary term determined by the beta functions βA =

∑
n=1 ~nβA

n .
After integration of the renormalization group equations, i.e., after the determi-

nation of functions ξA
µ = ξA

µ (ξB, µ) defined through the differential equation

µ
d

dµ
ξA
µ = βA(ξA

µ , µ), , (8.3)

equations (8.1) and (8.2) in terms of the running couplings ξA
µ become

µ
d

dµ
Γ∞µ = ~sq

µ(Cµ ◦ Γ∞µ ), (8.4)

µ
d

dµ
∆∞

µ = 0. (8.5)

We have thus shown:

Theorem 12 If the theory is expressed in terms of the running (essential) couplings
ξA
µ , the variation of the effective action with respect to the renormalization scale is

a quantum BRST coboundary, while the redefined anomaly operator ∆∞
µ does not

depend on the renormalization scale.
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8.2 Gauge parameter dependence of renormalization group
beta functions

If one follows [98] and commutes the functional operators of equations (7.2) and (8.1),
one gets

[D∞, D∞
i ]Γ∞ = sqEi (8.6)

where Ei = D∞[Li ◦ Γ∞]−D∞
i [~C ◦ Γ∞] + (~C ◦ Γ∞, Li ◦ Γ∞).

Consider now the parameters αī = (αi, µ), the constants ghosts λī = (λi, Λ) and
the differentials D∞̄

i = (Di, D). It then follows that (7.8) holds for the same Se but

with D∞
i λi replaced by D∞̄

i λī. The proof that [D∞̄
i , D∞̄

j ] = [∆∞, σ∞̄ij̄ ] then proceeds
exactly as the proof of lemma 3 before and includes in particular the result

[D∞, D∞
i ] = [∆∞, σ∞i ]. (8.7)

Again, in the anomaly free standard formalism, one can deduce [6] from this equation
(i) that the physical beta functions are gauge parameter independent if the redefined
couplings ξA

α have been used, (ii) that the ρA are renormalization scale independent
if the running couplings ξA

µ have been used, and (iii) that the absorption of the gauge
parameter dependence and of the renormalization scale can be made simultaneously.

8.3 Power counting in the antifield formalism

In order to get the analogous results for the Callan-Symanzik equation, we have
to replace the operator µ∂µ by the generator of (broken) dilatation invariance. In
the antifield formalism, power counting can be implemented canonically through the
operator

Sη =

∫
dnx Lη =

∫
dnx φ∗a(d

(a) + xµ∂µ)φa, (8.8)

where φa is a collective notation for the original fields and the local ghosts associated
to the gauge symmetries, while d(a) is the canonical dimension of φa in units of inverse
length. The bracket around the index a means that there is no additional summation.
We have (φa(x), Sη) = (d(a) + xµ∂µ)φa(x) and (φ∗a(x), Sη) = (n − d(a) + xµ∂µ)φ∗a(x),
so that the canonical dimension of the antifields is chosen to be n − d(A). It is then
straightforward to verify that for any monomial M(x) in the fields, the antifields and
their derivatives of homogeneous dimension dM ,

(M(x), Sη) = (dM + xµ∂µ)M(x). (8.9)

8.4 Callan-Symanzik equation

8.4.1 No dimensionful coupling constants

For simplicity, we assume in a first stage that the coupling constants ξA as well as
the redundant coupling constants all have dimension 0.
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Because there are non dimensionful parameters, all the terms of the Lagrangian
L of the (gauge fixed) solution of the extended master equation have dimension n.
Hence,

(L, Sη) = (n + xµ∂µ)L = ∂µ(xµL). (8.10)

Upon integration, we get

(S, Sη) = 0. (8.11)

Furthermore, ∆cSη = 0 = ∆∞Sη because Sη does not depend on ξA, which means
s̄Sη = 0. We have (S∞, Sη) = O(~) = (S∞, Sη)+∆∞LSη, so that the quantum action
principle gives

(Γ∞, Sη) = ~B ◦ Γ∞ = sqSη, (8.12)

with B a local functional of ghost number 0.
Applying sq, we get the consistency condition sq(B ◦ Γ∞) = 0, which implies, to

lowest order in ~, s̄B0 = 0 and hence

B0 = −β1S − s̄Ξ1, [∆c, β1] = 0, (8.13)

with β1 = ∂R·
∂ξA βA

1 . According to the quantum action principle, we can replace β1S◦Γ∞
by β1Γ

∞ and the difference will be the insertion of a local functional of order ~.
Applying lemma 2, the local insertion [s̄Ξ1] ◦ Γ∞ can be replaced by sq(Ξ1

Q ◦ Γ∞),
and the difference will again be the insertion of a local functional of order ~. We thus
get

sq[Sη + ~ΞQ
1 ◦ Γ∞] + ~β1Γ

∞ = ~2B′ ◦ Γ∞. (8.14)

Acting with sq on (8.14), using [∆c, β1] = 0, we get the consistency condition
~[∆∞β1]Γ

∞ + ~2sq(B′ ◦ Γ∞) = 0, giving to lowest order [∆1, β1]S + s̄B′0 = 0. As
in the previous section, this means that the reasoning can be pushed to all orders:

sq[Sη − ~Ξ∞ ◦ Γ∞] + ~β∞Γ∞ = 0, (8.15)

[∆∞, β∞] = 0. (8.16)

with Ξ∞ = Σn=1~n−1ΞQ
n and β∞ = Σn=1~n−1βn. Note that if β∞ = [∆∞, σ∞], the

term β∞Γ∞ in (8.15) can be absorbed by the redefinition Ξ∞ ◦ Γ∞ −→ Ξ∞ ◦ Γ∞ −
σ∞Γ∞. We then get from (8.16):

Theorem 13 The right derivation built out of the beta functions of the Callan-
Symanzik equation defines a non trivial quantum BRST cocycle in ghost number 0.
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8.4.2 Digression

Let us consider for a moment the following particular case.
(i) All the antibracket maps encoded in fA are zero so that ∆c = 0, s̄ = s =

(S(ξ), ·). This happens for instance if one couples only the BRST cohomological
classes in ghost number 0 and if the Kluberg-Stern and Zuber conjecture [16], stating
that these cohomological classes can be described independently of the antifields, is
valid. This guarantees stability of the standard antifield formalism.

(ii) The theory is anomaly free, 1
2
(Γ∞, Γ∞) = 0.

(iii) The only possibility (for instance for power counting reasons) for Ξn is Ξn =
−γn

∫
dnx φ∗aφ

a, so that Ξn is linear in the quantum fields and [sΞn] ◦ Γ∞ can be
replaced, according to the quantum action principle, at each stage in ~ by (Γ∞, Ξn)
up to the insertion of a local polynomial of higher order in ~.

Equation (8.15) then reduces to

(Γ∞, S∞η ) + ~
∂RΓ∞

∂ξA
βA = 0, (8.17)

with S∞η =
∫

dnx φ∗a(d
(a) + ~γ + x · ∂)φa, or explicitly

∫
dnx

[ δRΓ∞

δφa(x)
(d(a) + ~γ + x · ∂)φa(x)

+
δRΓ∞

δφ∗a(x)
(n− d(a) − ~γ + x · ∂)φ∗a(x)

]
+ ~

∂RΓ∞

∂ξA
βA = 0. (8.18)

After putting to zero the antifields, the second part of the first integral vanishes and
this equation is a familiar form of the Callan-Symanzik equation (see eg. [103]) in
the massless case, with anomalous dimension γ = Σk=1~k−1γk for the fields.

8.4.3 Remarks on explicit x dependence.

Note that Sη is the generator of the dilatation symmetry of the theory. If it corre-
sponds to a non trivial element of H−1,n(s|d), the question arises whether it should
be coupled with a constant ghost in the extended solution S(ξ) as in [65, 104]. This
depends on whether or not we allow for explicit x dependence in the local functionals
and the cohomology classes of s we are initially computing and then coupling to the
solution of the master equation.

In the previous section, we have supposed that there is no explicit x dependence in
these functionals and cohomology classes, because if we assume the absence of dimen-
sionful couplings, we cannot control translation invariance through a corresponding
cohomology class, its generator Sµ =

∫
dnx φ∗∂µφ being of dimension 1.

We will assume here that one can apply the quantum action principles in the case
of an explicit x dependence of the variation as in (8.12), at the price of allowing a
priori for an explicit x dependence of the inserted local functional B. This assumption
needs to be checked by a more careful analysis of the renormalization properties of
the model which is beyond the scope of this review.
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In order to prove then that B in eq (8.12) does not depend explicitly on x, we use
translation invariance: classical translation invariance is expressed through (S, Sµ) =
0 with quantum version (Γ∞, Sµ) = ~Dµ ◦ Γ∞, where the dimension of Dµ is 1,
because there are no dimensionful parameters in the theory. Applying (·, Sµ) to
(8.12), using the graded Jacobi identity for the antibracket, the commutation relation
(Sη, Sµ) = −Sµ and the result on the dimension of Dµ, i.e., the relation (Dµ, Sη) = Dµ,
one finds to lowest order (B, Sµ) = 0. This means that (∂µ− ∂/∂xµ)B = 0, and since
∂µB = 0, it shows that B does not depend explicitly on x.

In the general case where we allow for dimensionful couplings considered below,
we will assume that the theory is translation invariant and that the generator Sµ

is coupled through the constant translation ghosts ξµ. One can then show that the
local cohomology of the BRST operator in form degree n for the extended theory
can be chosen to be independent of both xµ and ξµ [105]. In the same way, Lorentz
invariance can then be controlled inside the formalism by coupling the appropriate
generator.

8.4.4 General broken case

We will now allow for coupling constants ξA, αi of all possible dimensions d(A), d(i) in
the theory, which could be negative in the case of effective field theories. We have

(L, Sη) +
∂RL

∂ξA
d(A)ξA +

∂RL

∂αi
d(i)αi = ∂µ(xµL). (8.19)

Integrating, one gets

CS = 0, (8.20)

with C = (·, Sη) + ∂R·
∂ξA d(A)ξA + ∂R·

∂αi d
(i)αi.

Using (3.6) and ∆cSη = 0 = ∆c∂
R
αi

Ψ, (8.20) becomes

s̄(Sη − ∂R
αi

Ψd(i)αi) +
∂RS

∂ξA
d(A)ξA = 0. (8.21)

Applying s̄, we find [∆c, β0] = 0, with β0 = ∂R·
∂ξA d(A)ξA. The quantum version of this

equation is

sq[Sη − (∂R
αi

Ψ)Qd(i)αi ◦ Γ∞] + β0Γ
∞ = ~B ◦ Γ∞. (8.22)

Applying now sq, the consistency condition to lowest order implies s̄B0 = 0. We can
then get as in the previous section the general form of the integrated Callan-Symanzik
equation:

sq[Sη − Ξ ◦ Γ∞] + β∞Γ∞ = 0, (8.23)

[∆∞, β∞] = 0, (8.24)

with Ξ = −∂R
αi

Ψd(i)αi + O(~) and β∞ = Σn=0~nβn. Hence, by defining d(A)ξA to be
the tree level contribution of the beta function, theorem 13 extends to the general
case.
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9 Refined anomaly consistency condition

We have seen in section 6 that the non trivial breakings of the extended master
equation are constrained by the cohomology of s̄ in ghost number 1 in the space of
local functionals. In the same way, one can study the constraints on the anomalies to
an invariant renormalization of symmetric integrated and non integrated operators
[106]. In the cohomological reformulation, symmetric integrated or non integrated
operators correspond to BRST cohomological classes in ghost number 0 in the space
of local functionals, respectively in the space of local functions. More generally, one
can be interested in the anomalies appearing during the renormalization of a BRST
cohomological class in ghost number g in these spaces. The non trivial anomalies
that can appear can be shown to belong to the corresponding BRST cohomological
classes in ghost number g + 1. Some aspects of the renormalization of integrated
BRST cohomological classes in the extended antifield formalism have already been
discussed in section 6.2.3.

The computation in the space of local functionals of the cohomology of the stan-
dard BRST differential s with antifields can be reduced to the computation of a
relative cohomological group in the space of local n-forms by introducing the space-
time exterior derivative d. It is then related to the cohomology of s in the space of
form valued local functions through descent equations [107, 108, 109, 110]. The same
holds for the BRST differential s̄ associated to the extended antifield formalism.

More generally, we will call the relative cohomological groups Hg,p(s|d) and
Hg,p(s̄|d) in ghost number g and form degree p local BRST cohomological groups.
A more detailed analysis of the descent equations [111] shows that these groups are
characterized by two integers, the length d of their descents and the length l of their
lifts.

9.1 Characterization of local BRST cohomological classes

In this and the following section, we decompose the space Ω of Lorentz-invariant
polynomials or formal powers series in the dxµ, the couplings ξA, the fields, antifields
and their derivatives into the direct sum of the constants and the remaining part,
Ω = R⊕Ω+. We have s̄α = 0 = dα, for a constant α and dΩ+ ⊂ Ω+. We furthermore
assume that if s̄ω = α for a constant α, then α = 0, which amounts to assuming that
the equations of motions are consistent (see the discussion in chapter 9 of [33]). This
means that s̄Ω+ ⊂ Ω+. Hence, we can consider the cohomological groups H(s̄, Ω+),
H(s̄|d, Ω+) and H(d, Ω+).

By analyzing the cohomological groups H(s̄|d) (the space Ω+ being always under-
stood in the following) using descent equations, one can prove [111] that the elements
of these groups can be classified into chains of length r with an obstruction to fur-
ther lifts and chains of length s whose lifts are unobstructed, i.e., chains with a non
trivial element in degree n (see also [112, 113, 114]; we follow here the notations of
the review [33], where explicit proofs of the statements below can be found). More
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precisely, we have Hp(d) = 0, p ≤ n− 1, and there exists a basis

{[h0
ir ], [ĥir ], [e

0
αs

]} (9.1)

of H(s̄), for r = 0, . . . , n− 1, s = 0, . . . , n, such that a corresponding basis of H(s̄|d)
is given by

{[hq
ir
], [ep

αs
]} (9.2)

for q = 0, . . . r and p = 0, . . . , s, with

s̄hr+1
ir

+ dhr
ir = ĥir ,

s̄hr
ir + dhr−1

ir
= 0,

...
s̄h1

ir + dh0
ir = 0,

s̄h0
ir = 0,

(9.3)

and

form degree es
αs

= n, des
αs

= 0,
s̄es

αs
+ des−1

αs
= 0,

...
s̄e1

αs
+ de0

αs
= 0,

s̄e0
αs

= 0.

(9.4)

The cohomological group H(s̄) can thus be decomposed into elements [e0
αs

] that are
bottoms of unobstructed chains of length s, elements [h0

ir ] that are bottoms of ob-

structed chains of length r and obstructions [ĥir ] to chains of length r.
For the cohomological group H(s̄|d), the element [hl

ir ] is said to be the element of
level l of a chain of length r with obstruction; it has l non trivial descents and r − l
non trivial lifts ; while the element [el

αs
] is said to be the element of level l of a chain

of length s without obstructions, it has l non trivial descents and s − l non trivial
lifts.

One can furthermore show that the general solution to a set of descent equations
involving at most l steps, s̄ωl + dωl−1 = 0, s̄ωl−1 + dωl−2 = 0, . . . , s̄ω0 = 0, can be
written in terms of the above elements as

ωl =
l∑

q=0

n−1∑

r=l−q

λir
q hl−q

ir
+

l∑
p=0

n∑

s=l−p

µαs
p el−p

αs
+ s̄ηl + d[ηl−1 +

n−1∑
r=0

ν(l)irhr
ir ], (9.5)

with η−1 = 0. This means that a s̄ modulo d cocycle which has l non trivial descents,
is a linear combination of all elements of the chains (9.3) and (9.4) which have l
or less non trivial descents. If such a linear combination is s̄ modulo d trivial, the
coefficients of the linear combination must vanish, i.e.,

l∑
q=0

n−1∑

r=l−q

λir
q hl−q

ir
+

l∑
p=0

n∑

s=l−p

µαs
p el−p

αs
= s̄( ) + d( ). (9.6)

implies that λir
q = 0 = µαs

p .
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9.2 Lengths of descent and lifts of lowest order anomalies

Let us now investigate the anomalies in the BRST invariant renormalization of a
chain (9.4) of length s without obstructions. We follow the approach of [115], which
consists in considering simultaneously the anomalies for a whole chain of descent
equations (for a review, see [47]). Using the quantum action principles, one can show
the analog of lemma 2 for a local form a :

s̄a ◦ Γ∞ = sqaQ ◦ Γ∞ + ~b ◦ Γ∞, (9.7)

for some local form b. When applied to the chain (9.4), we find that the quantum
version of this chain is

form degree es
αs
◦ Γ∞ = n, des

αs
◦ Γ∞ = 0,

sqes
αs
◦ Γ∞ + des−1

αs
◦ Γ∞ = ~as

αs
◦ Γ∞,

...
sqe1

αs
◦ Γ∞ + de0

αs
◦ Γ∞ = ~a1

αs
◦ Γ∞,

sqe0
αs
◦ Γ∞ = ~a0

αs
◦ Γ∞,

(9.8)

where al
αs
◦ Γ∞ = as

αs
+ O(~) for a local function al

αs
. Applying sq, we get the

consistency condition,

form degree as
αs
◦ Γ∞ = n, das

αs
◦ Γ∞ = 0

sqas
αs
◦ Γ∞ + das−1

αs
◦ Γ∞ = 0,

...
sqa1

αs
◦ Γ∞ + da0

αs
◦ Γ∞ = 0,

sqa0
αs
◦ Γ∞ = 0.

(9.9)

At lowest order in ~, we get

form degree as
αs

= n, das
αs

= 0
s̄as

αs
+ das−1

αs
= 0,

...
s̄a1

αs
+ da0

αs
= 0,

s̄a0
αs

= 0.

(9.10)

Using equation (9.5) and the fact that the form degree of as
αs

is n, it follows that

al
αs

=
l∑

p=0

µβs−p
p αs

el−p
βs−p

+ s̄ηl
αs

+ d[ηl−1
αs

+
∑
r≥0

ν(l)ir
αs

hr
ir ], (9.11)

for l = 0, . . . , s. This gives our first result:
The anomaly in the renormalization of an element of level l of a chain of length

s without obstructions involves at most elements of chains of the same type with less
non trivial descents and the same number of non trivial lifts.
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For the anomalies for a chain with obstruction (9.3), we get,

sqhr+1
ir

◦ Γ∞ + dhr
ir ◦ Γ∞ = ĥir ◦ Γ∞ + ~ar+1

ir
◦ Γ∞,

sqhr
ir ◦ Γ∞ + dhr−1

ir
◦ Γ∞ = ~ar

ir ◦ Γ∞,
...

sqh1
ir ◦ Γ∞ + dh0

ir ◦ Γ∞ = ~a1
ir ◦ Γ∞,

sqh0
ir ◦ Γ∞ = ~a0

ir ◦ Γ∞,

(9.12)

We also have

sqĥir ◦ Γ∞ = −~âir ◦ Γ∞. (9.13)

Applying sq gives sqâir ◦ Γ∞ = 0 and then to lowest order, s̄âir = 0. Applying now
sq to the chain (9.12) gives

sqar+1
ir

◦ Γ∞ + dar
ir ◦ Γ∞ = âir ◦ Γ∞,

sqar
ir ◦ Γ∞ + dar−1

ir
◦ Γ∞ = 0,

...
sqa1

ir ◦ Γ∞ + da1
ir ◦ Γ∞ = 0,

sqa0
ir ◦ Γ∞ = 0,

(9.14)

and to lowest order,

s̄ar+1
ir

+ dar
ir = âir ,

s̄ar
ir + dar−1

ir
= 0,

...
s̄a1

ir + da1
ir = 0,

s̄a0
ir = 0,

(9.15)

On the one hand, it follows from (9.5) that

al
ir =

l∑
q=0

n−1∑

r′=r−q

λjr′
q ir

hl−q
jr′

+
l∑

p=0

n∑
s=r−p+1

µβs
p ir

el−p
βs

+ s̄ηl
ir + d[ηl−1

ir
+

n−1∑

r′=0

ν
(l)jr′
ir

hr′
jr′

],(9.16)

for l = 0, . . . , r, while on the other hand, the cohomology of s̄ implies

âir =
n−1∑

r′=0

α
jr′
ir

ĥjr′ +
n−1∑

r′=0

β
jr′
ir

h0
ir +

n∑
s=0

γαs
ir

e0
αs

+ s̄ôir . (9.17)

Applying d to (9.16) at l = r gives

dar
ir = −

r∑
q=0

n−1∑

r′=r−q+1

λi′r
q ir

s̄hr−q+1
ir′

−
r∑

p=0

n∑
s=r−p+1

µβs
p ir

s̄er−p+1
βs

− s̄dηr
ir

+
r∑

q=0

λir−q
q ir

(−s̄hr−q+1
ir−q

+ ĥir−q). (9.18)
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Injecting now (9.17) and (9.18) into the first equation of (9.15) gives first of all

β
jr′
ir

= 0 = γαs
ir

and also

âir =
r∑

q=0

λjr−q
q ir

ĥjr−q + s̄ôir , (9.19)

and then,

s̄(ar+1
ir

−
r∑

q=0

n−1∑

r′=r−q+1

λir′
q ir

hr−q+1
ir′

−
r∑

p=0

n∑
s=r−p+1

µβs
p ir

er−p+1
βs

−
r∑

q=0

λir−q
q ir

hr−q+1
ir−q

− dηr
ir − ôir) = 0, (9.20)

so that, using the cohomology of s̄,

ar+1
ir

=
r+1∑
q=0

n−1∑

r′=r−q

λir′
q ir

hr−q+1
ir′

+
r+1∑
p=0

n∑
s=r−p+1

µβs
p ir

er−p+1
βs

+d[ηr
ir +

n−1∑

r′=0

ν
(r+1)jr′
ir

hr′
jr′

] + ôir + s̄ηr+1
ir

. (9.21)

Our second result is then:
The anomaly in the renormalization of an element of level l of a chain of length r

with obstructions involves at most elements of chains with obstructions with less non
trivial descents and more non trivial lifts and elements of chains without obstructions
with less non trivial descents and strictly more non trivial lifts.

Let us now rewrite (9.11) and (9.16) at l=0 as

a0
αs

= µβs

0 αs
e0

βs
+ s̄[η0

αs
−

n−1∑
r=0

ν(0)ir
αs

hr+1
ir

] +
n−1∑
r=0

ν(0)ir
αs

ĥir , (9.22)

a0
ir =

n−1∑

r′=r

λ
jr′
0 ir

h0
jr′

+
n∑

s=r+1

µβs

0 ir
e0

βs
+ s̄[η0

ir −
n−1∑

r′=0

ν
(0)jr′
ir

hr′+1
jr′

] +
n−1∑

r′=0

ν
(0)jr′
ir

ĥjr′ . (9.23)

Combined with (9.19), our third result on anomalies in the renormalization of ele-
ments of H(s̄) is accordingly:

The anomaly in the renormalization of obstructions to chains of length r involves
at most obstructions to shorter chains; the anomaly in the renormalization of bottoms
of unobstructed chains of length s involves at most bottoms of unobstructed chains of
the same length and obstructions to chains of all possible lengths; the anomaly in the
renormalization of bottoms of obstructed chains of length r involves at most bottoms of
obstructed chains of greater length, bottoms of unobstructed chains of strictly greater
length and obstructions to chains of all possible lengths.
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9.3 Differentials associated to one loop anomalies

A different, more compact, way to formulate and prove the results of section 9.1
and 9.2 is to use the exact couple describing the descent and the associated spectral
sequence [111].

Indeed, the diagram

H(s̄|d)
D−→ H(s̄|d)

i0 ↖ ↙ l0
H(s̄)

(9.24)

can be shown to be exact at all corners. The various maps are defined as follows: i0
is the map which consists in regarding an element of H(s̄) as an element of H(s̄|d),
i0 : H(s̄) −→ H(s̄|d), with i0[a] = [a]. It is well defined because every s̄ cocycle is a s̄
cocycle modulo d and every s̄ coboundary is a s̄ coboundary modulo d. The descent
homomorphism D : Hk,l(s̄|d) −→ Hk+1,l−1(s̄|d) with D[a] = [b], if s̄a + db = 0 is well
defined because of the triviality of the cohomology of d in form degree p ≤ n − 1.
Finally, the map l0 : Hk+1,l−1(s̄|d) −→ Hk+1,l(s̄) is defined by l0[a] = [da]. It is well
defined because the relation {s̄, d} = 0 implies that it maps cocycles to cocycles and
coboundaries to coboundaries.

To such an exact couple (H(s̄|d), K0 = H(s̄)), one can associate in a standard
way derived exact couples (DrH(s̄|d), Kr),

DrH(s̄|d)
D−→ DrH(s̄|d)

ir ↖ ↙ lr
Kr,

(9.25)

and a spectral sequence Kr+1 = H(dr, Kr), with K0 ≡ H(s̄). The maps of these exact
couples are defined recursively as follows: the map dr−1 = lr−1 ◦ ir−1 can be shown to
be a differential, the map ir is the map induced by ir−1 in Kr, while lrD[a] = lr−1[a].

Explicitly, the differential d0 : K0 −→ K0 is defined by d0[a] = [da], where
s̄a = 0. An element kr ∈ Kr is identified with the equivalence class [a]r of an element
[a] ∈ H(s̄), where [a] ∼r [a′] if [a] − [a′] ∈ ⊕r−1

q=0im dq. The relations dqkr = 0,
q = 0, . . . , r − 1 mean that kr is a bottom that can be lifted at least r times, i.e.,
there exist c1, . . . , cr+1 such that s̄a = 0, da + s̄c1 = 0, . . . , dcr−1 + s̄cr = 0. Then, the
differential dr is defined by drkr = [dcr]r.

Because there are no forms of form degree higher than n, Dn+1H(s̄|d) = 0 and
dn ≡ 0 so that the construction stops at r = n.

The space of local forms Ω is decomposed as Ω = E0 ⊕ G ⊕ s̄G ⊕R, with E0 '
K0 = H(s̄). If we define Er, Fr−1 ⊂ Er−1 through Er−1 = Er−1⊕Er ⊕ dr−1Fr−1 with
Er ' Kr, we get the decomposition

E0 = F0 ⊕ . . .⊕ Fn−1 ⊕ En ⊕ dr−1Fr−1 ⊕ . . .⊕ d0F0. (9.26)

The e0
αs

are elements of a basis of En that can be lifted s times before hitting form

degree n, i.e., that are of form degree n− s, while ĥir and h0
ir are elements of a basis

of drFr and Fr respectively. This sums up the results of section 9.1.
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Let us now define the linear map

δ0 : Hg(s̄) −→ Hg+1(s̄), (9.27)

δ0[a] = [b], where sqa ◦ Γ∞ = ~b ◦ Γ∞. (9.28)

The map associates to a given BRST cohomological class the non trivial order ~, i.e.,
1 loop contribution of its anomaly.

The map is well defined, because the consistency condition implies that s̄b = 0.
Furthermore, if a = s̄c, a ◦ Γ∞ = sqc ◦ Γ∞ + ~d ◦ Γ∞, so that sqa ◦ Γ∞ = ~sqd ◦ Γ∞,
meaning that b = s̄d. This implies that the map does not depend on the choice of
the representative. In addition, this map is a differential

δ2
0 = 0. (9.29)

Indeed, if [a] = δ0[c], we have a ◦ Γ∞ = 1
~s

qc ◦ Γ∞. It follows that sqa ◦ Γ∞ = 0.
A BRST cohomological class which is a δ0-cocycle has no 1-loop anomaly, while a
BRST cohomological class which is a δ0-coboundary is the 1-loop anomaly of some
other BRST cohomological class.

We thus have two differentials in K0 = H(s̄), d0 introduced above and δ0. These
differentials anticommute,

{d0, δ0} = 0. (9.30)

Indeed, if sqa ◦ Γ∞ = ~b ◦ Γ∞, d0δ0[a] = d0[b] = [db], while δ0d0[a] = δ0[da], and
sq(da◦Γ∞) = sqd(a◦Γ∞+~c◦Γ∞) = −dsq(a◦Γ∞+~c◦Γ∞) = −~d(b◦Γ∞+sqc◦Γ∞),
so that δ0[da] = [−d(b + s̄c)] = −[db].

The relation d0δ0[a] = −δ0d0[a] means:

• if [a] belongs to im d0, [a] = d0[b], then δ0[a] = −d0δ0[b], i.e., if [a] represents
an obstruction to the lift of an element [b], its anomaly represents minus the
obstruction to the lift of the anomaly of [b],

• if d0[a] = 0, then d0δ0[a] = 0, i.e., if [a] can be lifted, then so does its anomaly
δ0[a],

• the anomaly in a bottom [a] of K0 that cannot be lifted is minus the anomaly
of the corresponding obstruction, up to elements that can be lifted.

If we organize the space E0 ' K0 = H(s̄) as E0 = F0 ⊕ E1 ⊕ d0F0, with E1 ' K1,
we have shown that 1-loop contribution to the anomaly of an element in one of
these subspaces belongs to the same subspace or to a subspace that stands to the
right. Together with the last point of the previous list, this sums up the results for
the elements of H(s̄), i.e., for the obstructions and the bottoms contained in (9.19),
(9.22) and (9.23) restricted to r = 0.

In the same way, these results for all r and s follow from the fact that δ0 in-
duces a well-defined differential (also called δ0 in the following) in the spaces Kr,
anticommuting with dr, δ0 : Kr −→ Kr with {δ0, dr} = 0.
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Indeed, suppose this result to be true for K0, . . . , Kr−1, d0, . . . , dr−1. An element
[a]r ∈ Kr satisfies s̄a = 0, da + s̄c1 = 0, . . . , dcr−1 + s̄cr = 0. This implies sqa ◦Γ∞ =
~b◦Γ∞, da◦Γ∞+sqc1◦Γ∞ = ~f1◦Γ∞, . . . , dcr−1◦Γ∞+sqcr◦Γ∞ = ~fr◦Γ∞. Applying
sq gives to lowest order s̄b = 0, db + s̄f1 = 0, . . . , dfr−1 + s̄fr = 0, so that [b]r is well
defined. Suppose now that [a]r = d0[g0]0 + . . . + dr−1[gr−1]r−1. Anticommutativity
of δ0 with d0, . . . , dr−1 then implies that δ0[a]r = 0. Hence, δ0 does not depend on
the representative and is well defined in Kr. Finally, drδ0[a]r = dr[b]r = [dfr]r, while
δ0dr[a]r = δ0[dcr]r, and sq(dcr)◦Γ∞ = sqd(cr ◦Γ∞+~c′ ◦Γ∞) = −d(sqcr ◦Γ∞+~sqc′ ◦
Γ∞), so that δ0[dcr]r = −[d(fr + s̄c′)]r = −drδ0[a]r.

The results (9.19), (9.22) and (9.23) can then be summarized by the statement
that an anomaly in one of the subspaces of the decomposition (9.26) must belong
to the same subspace or to one that stands to the right; furthermore, the part of
the anomaly of an element of Fi in Fi is minus the part of the anomaly of the
corresponding element of diFi in diFi.

In order to recover the results for elements of H(s̄|d), we define ∆0 to be the
equivalent of δ0 for modulo d BRST cohomological classes, ∆0[a] = [b], for [a], [b] ∈
H(s̄|d), where s̄a + dm = 0, s̄m + du = 0, sqa ◦ Γ∞ + d(m ◦ Γ∞) = ~b ◦ Γ∞,
sqm ◦ Γ∞ + d(u ◦ Γ∞) = ~n ◦ Γ∞. Indeed, the map is well defined because the
consistency condition implies to lowest order s̄b + dn = 0, while if a = s̄c + dg, we
have m = s̄g +du, so that sqa◦Γ∞+dm◦Γ∞ = ~b◦Γ∞ gives sq(sqc◦Γ∞+dg ◦Γ∞+
~f ◦ Γ∞) + d(sqg ◦ Γ∞ + du ◦ Γ∞ + ~v ◦ Γ∞) = ~b ◦ Γ∞, which implies b = s̄f + dv as
it should.

The following properties are straightforward to check: [∆0,D] = 0, l∆0 = −δ0l,
i0δ0 = ∆0i0. One says (see e.g. [116], Chapter VIII.9) that (∆0, δ0) is a mapping of
the exact couple (H(s̄|d), H(s̄)).

The previous result, that δ0 induces well defined maps in the spaces of the spectral
sequence anticommuting with the differentials dr, follows directly from the way the
spectral sequence is associated to an exact couple. The relation between (9.11), (9.16)
at l = 0 and (9.22), (9.23) is summarized by i0δ0 = ∆0i0 ; the relations between (9.11),
(9.16) at different values of l are summarized by [∆0,D] = 0 ; finally, the relation
between (9.16) at l = r and (9.19) is summarized by l∆0 = −δ0l.

Note that in this case, we have furthermore the property that ∆0 is a differential,
∆2

0 = 0.
Remark: It follows from the above analysis that the relevant property of the

differentials dr is {δ0, dr} = 0. This means that analogous results that constrain the
anomalies to belong to particular subspaces of H(s̄) or H(s̄|d) can be derived if one
can find maps λ0 : H(s̄) −→ H(s̄), respectively Λ0 : H(s̄|d) −→ H(s̄|d) such that
[δ0, λ0] = 0, respectively [∆0, Λ0] = 0.

The discussion in section on the length of descents and lifts of BRST cohomological
classes and their anomalies in this and the previous subsection does not rely on the
use of the extended antifield formalism. It can be done along the same lines in the
standard set-up as long as one assumes the quantum theory to be anomaly free and
stable, so that the standard Zinn-Justin equation 1

2
(Γ, Γ) = 0 holds.
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10 Application 2: non renormalization of the Y-M

gauge anomaly

We now show that the anomalous master equation for Yang-Mills theories discussed
in [55, 59, 65] can be viewed as a particular case of the anomalous master equation of
the extended antifield formalism. Then, we discuss how the Adler-Bardeen theorem
for the non abelian gauge anomaly [117, 55, 118, 119, 120] can be understood as a
direct consequence of the fact that the length of the descent of the gauge anomaly
is 4, while the length of the descent of all the other cohomological classes coupled to
the action is 0. These considerations are purely cohomological, so that they do not
depend on the way the gauge is fixed or on power counting restrictions. Furthermore,
this approach to the Adler-Bardeen theorem does not require the use of the Callan-
Symanzik equation or assumptions on the beta functions of the theory.

In the case of standard Yang-Mills theory, it is sufficient for our purpose to couple
the local BRST cohomology classes in ghost number 0 and ghost number 1, because
this will be enough, under some assumptions stated explicitly below, to guarantee
stability and to control the anomalies. The starting point action contains from the
beginning a coupling to the Adler-Bardeen anomaly as in [55, 59, 65], with additional
couplings to possibly higher dimensional gauge invariant operators, if one does not
want to restrict oneself to the power counting renormalizable case [42]. More precisely,
the starting point is the action

Sρ =

∫
d4x [− 1

4g2
F µν

I F I
µν + Lkin

matter(y
i, Dµy

i)]

+

∫
d4x [−DµC

IA∗µ
I + CIT i

Ijy
jy∗i −

1

2
CICJfJI

KC∗
K ]

+gi

∫
d4x Oi +Aρ, (10.1)

satisfying the master equation

1

2
(Sρ, Sρ) = 0. (10.2)

The Lagrangian Lkin
matter(y

i, Dµy
i) is the gauge invariant extension of the kinetic terms

for the matter fields yi. For simplicity, we assume the gauge group to be SU(3).
The Oi are gauge invariant local functions built out of the field strengths F I

µν , the
matter fields yi and their covariant derivatives such that the

∫
d4x Oi (which can, but

need not, be assumed to be power counting renormalizable) and
∫

d4x − 1
4g2 F

µν
I F I

µν

are linearly independent even when the gauge covariant equations of motions hold.
Finally, A =

∫
Tr [Cd(AdA+1

2
A3)] is the Adler-Bardeen gauge anomaly, g is the gauge

coupling constant, gi are coupling constants for the other gauge invariant operators,
while ρ is a Grassmann odd coupling constant with ghost number −1 for the Adler-
Bardeen anomaly. In this particular case, ∆c = 0. This can be traced back to the
fact that all representatives of the local BRST cohomological classes in ghost number
0 and 1 can be chosen to be independent of the antifields.
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The gauge is fixed by introducing the cohomologically trivial non minimal sector
consisting of the antighost C̄I and the Lagrange multiplier BI and their antifields.
One adds to the action (10.1) the term

∫
d4x C̄∗

I B
I and chooses an appropriate gauge

fixing fermion Ψ, which is used to generate an anticanonical transformation in the
fields and antifields such that the propagators of the theory are well defined. The
gauge fixing is irrelevant for the cohomological considerations below.

For the question of stability and anomalies, we have to analyze the cohomology
H0,4(sρ|d) and H1,4(sρ|d) in the space of functions in the couplings g, gi, ρ with co-
efficients that are Lorentz invariant polynomials in the dxµ, the fields, the antifields
and their derivatives.

In order to compute this cohomology, we decompose, as in [55], both the BRST
differential sρ and the local forms into parts independent of ρ and parts linear in ρ.
Explicitly, sρ = s0 + s1, where s is the standard BRST differential associated to the
solution Sρ=0 of the master equation, while s1 = (Aρ, ·). The ρ independent part
of the cocycle condition sρω(ρ) + dη(ρ) = 0 in form degree 4 gives (see e.g. [33]
for a review) ω(0) = α(g, gi)d4x F µν

I F I
µν + αj(g, gi)d4x Oi + s( ) + d( ). This implies

ω(ρ) = α(g, gi)d4x F µν
I F I

µν+αj(g, gi)d4xOi+ω′1ρ+sρ( )+d( ). Because d4x F µν
I F I

µν and
d4x Oi are also s1 closed and ρ2 = 0, the cocycle condition reduces to sω′1 + d( ) = 0,
where the ghost number of ω′1 is 1. It follows that ω′1 = λ(g, gi)Tr [Cd(AdA+ 1

2
A3)]+

s( ) + d( ). Hence, the general solution of the consistency condition in the space of
local functionals in ghost number 0 is given by

α(g, gi)
∂Sρ

∂g
+ αj(g, gi)

∂Sρ

∂gi
+

∂RSρ

∂ρ
ρλ(g, gi) + (Sρ, Ξρ) (10.3)

for some local functional Ξρ in ghost number −1. This implies that the theory is
stable.

Similarly, in ghost number 1, the ρ independent part of the cohomology gives
as only anomaly candidate the Adler-Bardeen anomaly. There could however be a
ρ linear non trivial contribution to the anomaly, because the cohomology of s in
form degree 4 and ghost number 2 is not necessarily empty (see [33], section 12.4),
contrary to the claim in [55]. More precisely, to each xµ-independent, gauge and
Lorentz invariant non trivial conserved current j∆ = jµ

∆εµν1ν2ν3dxν1dxν2dxν3 , there
corresponds the cohomological class V 2,4

∆ = j∆[TrC3]1 + antifield dependent terms
in H2,n(s|d), with s[TrC3]1 + TrC3 = 0. (There could in principle be another type
of antifield dependent cohomology classes in exceptional situations [33], which we
exclude from the present considerations).

If there are such non trivial currents j∆, we have to change our starting point
and also couple the “anomaly for anomaly candidates” V 2,4 from the beginning with
couplings in ghost number −2. But then the cohomology of s in ghost number 3
becomes relevant. There are plenty of such classes, for instance classes of the form
d4x I TrC3, where I are invariant functions built out of the field strengths, the matter
fields and their covariant derivatives. In this way, one is led to use the full extended
antifield formalism as described in section 5 with all BRST cohomology classes in
positive ghost number coupled from the beginning. In the case where the algebra of
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the non trivial symmetries associated to the currents j∆ is non abelian, the operator
∆c will be non vanishing at the classical level and involve in particular the structure
constants of this algebra.

Another possibility is to try to show that the anomaly candidates V 2,4
∆ do not

effectively arise in the theory, by using higher order cohomological restrictions: as
in the proof of the absence of similar instabilities in the presence of abelian factors
for standard Yang-Mills theories in section 3 one couples with external fields gauge
invariant functions that break the symmetries associated to the currents j∆. In
this way, one eliminates the currents j∆ and the associated anomaly for anomaly
candidates V 2,4

∆ from the extended theory. At the end of the computations, the
external fields can be put to zero.

Because this discussion is not central to the argument below, we will simply
assume here that the observables Oi are such that there are no non trivial currents
j∆ and thus no anomaly for anomaly candidates V 2,4

∆ in the theory. The general
solution of the consistency condition in ghost number 1 is then given by

∂Sρ

∂ρ
σ(g, gi) + (Sρ, Σρ), (10.4)

for some local functional Σρ in ghost number 0.
By standard arguments, using in addition the same reasoning as in section 6.2.2,

it follows from (10.3) and (10.4) that the model is renormalizable and that the renor-
malized generating functional for 1 particle irreducible vertex functions Γρ satisfies

1

2
(Γρ, Γρ) +

∂RΓρ

∂ρ
~σ(g, gi) = 0, (10.5)

where σ(g, gi) is a formal power series in ~. Hence, in this case ∆∞ = ∂R·
∂ρ
~σ(g, gi)

and the quantum BRST differential is sq = (Γρ, ·)− ~σ(g, gi)∂L∂ρ.
Let us now investigate the renormalization of the operators d4x F µν

I F I
µν and

d4x Oi. According to the classification in section 9.1, they are both of the type
e0

α0
, because they are non trivial bottoms in maximal form degree 4, while the Adler-

Bardeen anomaly Tr [Cd(AdA + 1
2
A3)] is of the type e4

α4
, as it descends to the non

trivial bottom TrC5. Because there is no e0
α0

in ghost number 1 (and form degree
4) and no hr

ir in form degree 3 and ghost number 1, equation (9.11) implies that the
lowest order contribution to the anomaly in the renormalization of d4x F µν

I F I
µν and of

d4x Oi is sρ exact and can thus be absorbed through a BRST breaking counterterm
added to these operators. This reasoning can be pushed to all orders, with the result
that one can achieve, through the addition of suitable counterterms,

sq[d4x F µν
I F I

µν ◦ Γρ] = 0, (10.6)

sq[d4x Oi ◦ Γρ] = 0. (10.7)

If we now apply −g
2

∂
∂g

, respectively ∂
∂gj to (10.5), we get on the one hand,

sq[

∫
d4x − 1

4g2
F µν

I F I
µν ◦ Γρ] +

∂RΓρ

∂ρ
~[−g

2

∂σ(g, gi)

∂g
] = 0, (10.8)
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sq[

∫
d4x Oi ◦ Γρ] +

∂RΓρ

∂ρ
~[

∂σ(g, gi)

∂gj
] = 0. (10.9)

Comparing on the other hand with the integrated versions of (10.6) and (10.7), we
deduce that

∂σ(g, gi)

∂g
= 0,

∂σ(g, gi)

∂gj
= 0, (10.10)

which is crucial in the proof of the Adler-Bardeen theorem (see e.g. section 6.3.2 of
[47]).
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11 Conclusion

Starting from the standard antifield formalism, one first computes a basis for the
representatives of the local BRST cohomology of the theory. The representatives of
those classes that are not already contained in the standard solution of the master
equation are coupled with new coupling constants. The extended formalism can then
be constructed perturbatively and involves the antibracket algebra of these represen-
tatives. The extended master equation 1

2
(S, S) + ∆cS = 0 is stable by construction,

because the associated differential s̄ = (S, ·) + ∆L
c takes into account higher order

cohomological restrictions encoded in ∆L
c .

The extended master equation can be constructed consistently in two particular
cases. The first case is the extended antifield formalism of [31], where only the local
BRST cohomological classes in strictly negative ghost numbers have been coupled.
This is the relevant formalism to control the algebra of the non trivial generalized
global symmetries of the theory. In the second case, only the classes in zero and
positive ghost numbers are coupled. The formalism then allows to control the renor-
malization, where only the gauge symmetries and no global symmetries are taken
into account.

The stability of the formalism guarantees renormalizability in the modern sense
for generic gauge theories. The renormalized effective action Γ∞ satisfies the extended
master equation 1

2
(Γ∞, Γ∞)+∆∞Γ∞ = 0, where the differential ∆∞ is a deformation

of the differential ∆c and encodes all the information about the anomalies. The
associated quantum BRST differential sq = (Γ∞, ·) + (∆∞)L is well defined and
reduces to s̄ in the classical limit.

The standard master equation, both on the classical and the quantum level, ex-
presses gauge invariance of the original theory. The extended master equation allows
for a breaking of gauge invariance, even on the classical level. This happens if ∆c

does not vanish. The important question of gauge invariance on the quantum level for
the original theory can be answered by putting to zero the additional couplings after
renormalization. If this can be done and ∆∞ then vanishes, the quantum theory is
gauge invariant in the sense that the standard Zinn-Justin equation for the effective
action holds.

Controlling the symmetry and anomaly structure of the theory, by first computing
the complete classical cohomology, then constructing a stable formalism and finally
quantizing, i.e., computing Γ∞ and ∆∞, without any assumptions about anomalies
needed, could be called “cohomological renormalization”, in contrast to “algebraic
renormalization”, where for a given theory, stability has to be checked and absence
of anomalies is required.
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