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Abstract

We presented some codes details based on Runge-Kutta-Fehlberg 45 (RKF45)

method for the calculation of different global Lagrangian quantities specific to

Langevin equations that characterize the diffusion in tokamak plasma.

1 Introduction

A central issue for fusion is the description of turbulence phenomena in a plasma at

high temperature [1]. The magnetic and the electrostatic turbulence appear as plausible

candidates in order to explain some features of a hot magnetized plasma. The intensity

of the magnetic and the electrostatic fluctuations is measured by specific dimensionless

Kubo numbers. Trapping phenomena in fusion plasma models are studied also by the

decorrelation trajectory method [2]-[5]. In this paper we present some information about

the numerical codes used in the calculations related to the physical models (see e.g.

[6]-[11]) based on decorrelation trajectory method. Because these numerical codes have

considerable length we will only give information about their structure, the main idea

and short information about the parallelisation scheme used for the determination of the

diffusion coefficients.

2 Diffusion of electrons in an electromagnetic sto-

chastic field

In the case of the study of the electron diffusion in a electromagnetic field (a model

analyzed in the paper [7]) we numerically evaluated the Lagrangian correlation tensor,

the running diffusion tensor and also the asymptotic diffusion tensor using an optimized

numerical code also based on Runge-Kutta-Fehlberg 45 (RKF45) method like in [12].
With this code, a large enough number of decorrelation trajectories [i.e. solutions of the

following system of equations given by (2) and (3) in different subensembles ] with the

initial condition

x (0)= 0 (1)

are calculated.
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For each Lagrangian correlation tensor an enough number of decorrelation trajectories

were considered - between 313 − 353. For each trajectory, a non-uniformly range of time,
with up to 200 points, was used. The final integration time was chosen to be in the range

[10 15] in order to obtain the asymptotic regime. From the numerical point of view, this

problem is practically equivalent to the calculation of the three-dimensional integral
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1
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This integral is specific to our calculations because the global Lagrangian correlation

tensor is:
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while the running diffusion tensor is given by:

 () =

Z
0

 ()  (5)

After the calculation of three-dimensional integral from equations (4), an additional

integral over time must be done (5) in order to obtain the running diffusion tensor compo-

nents. In the equations given in (4), the exponential function allows us to take relatively

small integration limits [see below the equations (12-14)].

In order to do the numerical simulation (the complementary study of the DCTmethod)

the parallel computer namedASTER from ULB-VUB, Bruxelles, Belgium was used. This
computer can deal with large matrix (e.g. 4096 × 4096) for the discrete representation of

the electrostatic stochastic field. The spectrum  () was taken like an isotropic one and it

was also defined using the results from experimental measurements of the drift turbulent

regimes. The spectrum was constructed by taking into account the parameters specific

to the DCT method. We used a spectrum, given by a combination between a Gaussian

spectrum (used for small wave vectors) and a power function spectrum: −3 (used for
large wave vectors). Using this shape of the spectrum of the stochastic electrostatic po-

tential we were able to make a direct comparison between the results obtained by the two

methods, i.e. the numerical simulations and the DCT method. Usually, in the framework

of numerical simulations some mean values are evaluated, and there are real difficulties

to obtain an correct equivalence between the DCT results and those corresponding to the

numerical simulations. We have "generated" a structure for the electrostatic stochastic

field, using as much as possible large matrix for the ASTER computer and considering

the behavior of the two-point correlation of the stochastic field specific to the DCT case,

i.e. a decreasing one to zero, like a negative exponential function without oscillations.
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We employed like integrator, a specific one to a Runge-Kutta 4 method (RK4), and
from the statistical point of view a relatively large number of cells: 96 × 8, each one

containing 64 trajectories. All these trajectories from all the cells have contributed to the

construction (calculation) of the mean squared displacement in both radial and poloidal

directions and consequently to the calculation of the diffusion tensor components. A lot of

values for the Kubo numbers were used; for each pair ( and
 ) of each run we have

used about 96 × 35 minutes for each monoprocessor, i.e. about 56 monoprocessor-hours
(we have used a parallelisation scheme for 4−8 monoprocessors). On the contrary, for the
DCT method, the average time for any run was 10 time smaller than that corresponding

to numerical simulation. The total calculation time on the ASTER computer was about
2300 monoprocessor-hours.

3 Diffusion coefficients in the case of zonal flow gen-

eration

In the framework of DCT applied in the zonal flow cases [[8], [11]], we provide here

short information about the numerical aspects. We have implemented the Runge-Kutta-

Fehlberg 45 method (RKF45) in order to evaluate each trajectory (it was numerically
integrated the corresponding system of equations for each decorrelation trajectory). We

developed a compatible Fortran 77 code, for a parallel computer in order to calculate

5−dimensional numerical integrals (using the information/ numerical data from a large

number of trajectories). From numerical point of view, the 5−dimensional numerical
integrals are equivalent to 4× 4 Lagrangian correlation tensor of the directly fluctuating
velocities (we have here a coupled effect in both physical and wave vector spaces) and each

one-dimensional integral (from the 5−dimensional numerical integral) was approximated
with a sum of an odd number of terms ( = 19÷27, but sometimes up to 41!). After the
realization of the optimization and fixing of an acceptable numerical error (like 3− 6%)
we have considered for each trajectory an unequal distributed points (400 points) for the

time range. The final time was considered  = 15 in order to gain the asymptotic

regime.

In the following, we give the libraries included in the parallel code (called "dctzf.f")

in order to obtain an exe file (called "ddd") under UNIX OS:

f90 -g -o ddd dctzf.f -lmpi -lpmpi -lelan -lmpija (6)

The method used for the parallelisation of the code (the transformation of a single

processor code into a parallel code) was done by suppressing the loop corresponding of

the 5th numerical integral. Thus, we allocated  processors for the calculation of the

integral, practically each processor performing the calculation of a single term of the sum

that contain  terms used in the approximation of the last numerical integral. Each

processor has performed 4 algorithmic loops, the total number of trajectories was 4.

The total time for the calculation was reduced using a number of  monoprocessors. The

quantity of the data performed by each monoprocessor was almost the same, and each

monoprocessor needed almost the same time to finish the calculation. After this stage

was used a single processor (usingMPI-GATHER) to collect all the data to finish all the
calculations and also to write the external final files with the needed results.

We display below the main part of the script file (this file was called e.g. "zf_ex.txt")

used for the running (in "in batch" mode). This file contains a lot of information about
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the total number of the monoprocessors used for the calculation, the maximum time for

running, the type of the required errors, in what manner are wrote the external files,

where we have stored the external files, etc.

...................................

The content of the file "zf_ex.txt":

#BSUB -n 23

#BSUB -c 20:00

#BSUB -J testZFDCT27

#BSUB -e ERREUR.%J

#BSUB -o SORTIE.%J

..

cd $TMPDIR

cp /home/p570jmi/ddd .

prun -s -t -v -n 23 ./ddd

cp Ljj.txt /home/p570jmi/.

cp Ljk.txt /home/p570jmi/.

cp Ljx.txt /home/p570jmi/.

cp Ljy.txt /home/p570jmi/.

cp Lkj.txt /home/p570jmi/.

...

cp Dyk.txt /home/p570jmi/.

cp Dyx.txt /home/p570jmi/.

cp Dyy.txt /home/p570jmi/.

cd

pwd

ls -al

..................................

An example of the script file used to run a compiled file (called "ddd") that include

the directions for the parallel computer in order to use 27 monoprocessors (for the parallel

computer called CHROME):
#QSUB -q prod

#QSUB -lT 180000

#QSUB -n 27

#QSUB -r test_NP_27

#QSUB -eo

cd $TMPDIR

cp /home/ip/ddd .

prun -t -v -n 27 ddd

...

cp Dyy.txt /home/ip/.

cd

pwd

ls -al

..................................

For some simple verification in direct way we used some directive like the following:

prun -I -t -v -n 5 ddd (7)

this means that only 5 monoprocessors were employed for the compiled file "ddd" in

order to follow some errors or warnings.

71



After the calculation of the Lagrangian tensors, an extra integral was calculated: the

time integral, thus the running diffusion tensor. The name of the code was DCT −ZF
(DeCorrelation T rajectory method for Zonal F low structures). All the numerical cal-
culation were done using the parallel computer CHROME (the project P570) and the

initial tests, the optimization and the initial parallelisation was performed on the parallel

computer named IXIA. All these efforts were done with the collaboration of the CEA
Cadarache France, using the DENEB computer (DRFC).
We give bellow the first part of the code with the parallelisation scheme:

............................

............................

Initially, about 180 runs were done, for different combination of the Kubo numbers

and different initial wave vectors. The total calculation time was 1200 monoprocessor

hours for the parallel computer. An extra credit was used, of 1200 calculation hours. For

this problem, we done more than 300 runs.

4 Diffusion of stochastic sheared magnetic field lines

In order to evaluate the Lagrangian correlation tensor for "The magnetic field line dif-

fusion" problem [6] we used a numerical code based on a modified Euler method for the

calculation of the solutions of the differential system of equations specific to the magnetic

field line diffusion. Next, we implemented a Runge-Kutta-Fehlberg 45 (RKF45) method
[12] in order to obtain the code necessary to calculate the Lagrangian correlation tensor.

This code can be easily runned on a regular PC. An enough large number of decorrelation
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trajectories (120 × 31 × 31) in order to evaluate (finally) the solutions for the Langevin
equations (8)

()


= [() () ] =

= 

(  )



¯̄̄̄
x=x()

()


= [() () ] +() = (8)

= −

(  )



¯̄̄̄
x=x()

+()

The main necessary quantities are given in the equations (9), (10) and (11) and were

considered in our calculations.

The Lagrangian correlation of the directly fluctuating parts from Eqs.(8) is defined as

usual as:

() = 2
 h(x(0); 0) [x(); ]i (9)

where hi denotes the ensemble average over the realizations of the fluctuating magnetic
field components and x = ( ). The running diffusion coefficient is calculated from (9)

as:

 () =

Z
0

() (10)

provided that the stochastic field is "stationary"; the asymptotic diffusion coefficient is

calculated as the following limit:


 = lim

→∞
 () (11)

From the mathematical point of view, the calculus of the Lagrangian correlation in-

volves the numerical evaluation of a three-dimensional integral, such as:

 =

ZZZ
   (  ) =

2Z


1
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1()

2()Z
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In order to make as much as possible a quasi-correct calculation of a three-dimensional

integral (12), we must fix the integration limits of each single-integral from the multi-

dimensional integral. We will firstly fix the limits , and then the functions (),

( ) where  = 1 2 Also, a careful analysis of the order of magnitude of the inte-

grand will allow us for an optimization of the numerical calculation. In the analysis it is

also important to analyze the shape of the function (  ). In the current problem,

the function (  ) is practically a product between a polynomial  ( =  ) and an

exponential function exp

∙
−(

0)
2
+(0)

2

2

¸
[see below the Eqs. (15)].

The presence of the exponential like −
1
2
(2+2)will influence the choice of the limits

of the integration. Usually, from the numerical point of view, the polynomial function
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that multiplies the exponential function is of order of unity, thus we will find a precise

estimation of the integral like

ZZZ
   −

1
2
(2+2+2) or

ZZ
  −

1
2
(2+2). It is

well known that a Poisson integral with infinite integrations limits, has the value:

∞Z
−∞

 −
1
2
(2) =

√
2 ' 2507 (13)

From the numerical point of view we evaluate an integral like a sum, and because the

integrand from (13) is of the form −
1
2
(2), we can consider the limits of integration to be

±4 instead of±∞; this is a consistent good simplification in our case! We will approximate
the above integral with a sum that contains a number of maximum 31 terms. We divided

the limits defined in the range [−4 4] into a number of pairs, non-uniform distributed (in
order to catch the maximum of the Gaussian). In the same way, we will evaluate the next

two-dimensional integral
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where ∆ is a small interval (we stressed that we have non-uniform distribution between

[− +], and also ∆ - a non-uniform distribution). For further details see [12].

After the evaluation of two-dimensional integral, over 0 and 0, we calculate the

numerical integral over the angle . For the latter we have chosen a number of 120

points. In order to calculate the Lagrangian correlation tensor we used approximately

120 × 31 × 31 decorrelation trajectories (at each run); for each trajectory we have used
200 points for the "time" variable , and the final integration time (-max) was chosen

to be equal to 10; this is considered a safe value in order to reach the asymptotic regime.

Integrating the equations (15) over  we have obtained the components of the running

diffusion tensor components  (remember that  plays the role of the time).
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The extension of this calculation method for the anisotropic case is straightforward

[[10]]. From numerical point of view, we replace the integration over the angle taking into

account as variables for the integration, the components of the fluctuating magnetic field.

Thus, we have evaluated the following three-dimensional integrals

 () '
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0
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Using a final integration of the Lagrangian tensor over  we will obtain the running

diffusion tensor components  and finally the asymptotic diffusion tensor.

5 Conclusion

In this paper we presented the main ideas about some numerical codes used in few al-

ready published papers. Some mathematical aspects were presented briefly in order to

figured out the correct choices of the input in numerical scheme. Also, the optimization

of any numerical code impose mainly to apply some proper mathematical algorithms only

in relevant range of numerical parameters. Therefore, a simple mathematical analysis

of integrands of Lagrangian tensors (or diffusion tensors) allows us an important cut of

multidimensional numerical integrals and use the computational resources only in rele-

vant domain. Some aspect of parallelisation scheme of this particular class of numerical

problems we presented.
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